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Abstract

The plethora of legal corpora available online can be overwhelming and hard to
comprehend for a non-domain expert. Big law firms also need to organize and update
legal documents to keep up with changes in regulations and legislation. These law
firms employ experts who help them navigate and find useful information for legal
documents in a timely manner. Artificial Intelligence (AI) can be helpful in the
organization and exploration of these documents [MS97]. Classifying these legal
texts into higher level categories using machine learning and deep learning can help
in the organization and navigation of these huge corpora for big firms and the non-
domain expert. The diversity, the advantages and the drawbacks of these algorithms
make choosing the algorithm a time-consuming and challenging process.

This thesis goes into investigating a few popular machine learning and deep learning
algorithms with different configurations on EUR-Lex Summaries legal data for text
classification. It also examines the performance of general-purpose resources used
by deep learning algorithms on legal domain-specific data and the performance ben-
efits of using multilingual data which is widely available for the legal domain. These
experiments help us in exploring the viability of these algorithms in domain-specific
settings and improve our decision-making process. For the investigation, three differ-
ent research questions are formulated, first comparing a supervised machine learning
algorithm Support Vector Machines (SVM) to a deep learning algorithm Bidirec-
tional Long Short Term Memory (BiLSTM), second comparing the general-purpose
word embeddings to the domain-specific word embeddings for training BiLSTM
and third comparing performance evaluation of classifiers using multilingual data to
monolingual ones in BiLSTM.

Furthermore, with the limited labeled legal domain dataset, and class imbalance,
several alternate training, and evaluation strategies were formulated. The training
is done on sentences of the document with and without clustering, and the evaluation
is done of sentences as well as on documents through the combination of predictions
from the sentence. During the assessment, it is observed that adding more languages
in case of a BiLSTM indeed increases the performance of the classifier.
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1. Introduction

1.1 Introduction

There is an abundance of legal corpora available online. The publications office of
the European Union (EU) offers different EU laws such as Treaties, Legal acts, Con-
solidated texts, International agreements, Preparatory documents and Summaries of
EU Legislation. It also provides EU case laws, national laws, and national case laws.
Other governments in the EU also publish legal text such as the gesetze-im-internet
website, the German Federal Ministry of Justice and Consumer Protection and the
Federal Office of Justice offerings of every federal law of Germany, the Library of
Congress for the French law and many more.

Large legal text corpora can be overwhelming and hard to comprehend for non-
domain experts, especially when jargon is used. Also, the complexity and the capri-
cious nature of the legal texts is a challenge in itself. It can also be challenging for
domain experts handling legal text written for different demographics, with different
structure, and in different languages. Some of the most common problems with the
legal texts are that it may be coming from different sources (different department
of the government or from different governments altogether), it is difficult to know
which laws overturn other laws, understanding different lexicon that changes with
contexts, authority and over time [BDCH+12]. These barriers make it challenging to
organize and aggregate these legal texts in a coherent manner. Traditional full-text
search matches the exact text, and this helps in finding relevant information, but
it is still challenging to discover all the relevant information such as in the cases
where related words and synonyms are used for search [LWHM16]. To get around
this, domain ontologies which map the relationships of synonyms, related words and
antonyms are used; however, these are hard to create and difficult to maintain.

The ongoing advancements in Artificial Intelligence (AI) and Machine Learning
which is partly due to the availability of computing power can be promising in
mitigating some of the difficulties with legal texts mentioned above. Natural Lan-
guage Processing (NLP) is a subset of AI that focuses on systems that can learn
and understand language. Artificial Neural Network (ANN) are a part of AI which



2 1. Introduction

was inspired by the biological neural network of human brain [vGB18]. They are a
framework comprising many different machine learning algorithms learning complex
data. The application of ANN is suitable for data that has noise which in case of
legal text is having no sole representation of a law, that is the perception of law is
in accordance with the requirements and needs. Secondly, there is a poor under-
standing intrinsic structure which means that there is no single entity which knows
all the laws and lastly for the data having changing characteristics [MS97].

Various methods involving machine learning and AI have been developed to solve
some of the problems with legal texts described above. de Maat et. al (2010)
[dMKW+10] have shown the effectiveness of using machine learning algorithms to
classify legal text compared to a pattern-based classification task on unseen data.
Mozina et. al (2005) [MŽBCB05] showed that argumentation-based machine learn-
ing can be made using the justification of the case laws making it suitable for legal
domain-specific tasks. Boella et. al (2011) [BDCH11] have shown that sophisticated
legal document management systems can be further improved using machine learn-
ing, the authors used classification algorithms to classify laws and integrate into an
existing system.

1.2 Goals of this Thesis
This thesis focuses on the classification tasks of legal text. There are various classi-
fication algorithms with their advantages and disadvantages. The goal of this thesis
is to evaluate these algorithms in various configurations,

Specifically, this thesis will investigate three questions,

• Can deep neural network algorithms like Long Short Term Memory
(LSTM) networks perform comparatively to the thoroughly studied
text classification algorithms like Support Vector Machines (SVM)?

The Support Vector Machines (SVM) has been thoroughly studied and applied
in text classification [CC08, FGP06, For08, Joa98, Seb02, SLB+07]. SVMs
have been shown to outperform many classification algorithms, but the sensi-
tivity of the parameters to the classification task makes them difficult to use
[CB06]. Also the text representation technique used by the SVM which is Term
Frequency Inverse Document Frequency (TF-IDF) does not capture the syn-
tactics and semantics of the text [CJMdS17]. Many deep learning classification
algorithms alleviate the problems that SVMs posses, with text representation
techniques such as word embeddings capturing the semantics and syntactics
of the text to represent its context better.

• General-purpose resources such as pretrained word embeddings are
getting better and are available from various sources and trained
using different algorithms. As they are trained on large generic web
scraped data, are they good enough for the legal domain-specific
task?

Recently, various word embeddings such as BERT (Bidirectional Encoder Rep-
resentations from Transformers) [DCLT18], Fasttext word vectors in 157 lan-
guages [BGJM17], Flair [ABV18] and ELMo [PNI+18] were released. They,
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however, use general data scraped from websites like Wikipedia or freely avail-
able news and other corpora. These corpora do not cover the highly specialized
and specific vocabulary used in the legal text; hence the effectiveness of these
word embeddings for a legal domain-specific task has to be investigated.

• Deep Neural Network algorithms like Long Short Term Memory
(LSTM) can take advantage of multilingual data, as the text rep-
resentation technique of word embeddings has been shown to work
on multilingual data. Thus, the performance of LSTMs needs to be
investigated in case of monolingual and multilingual data to see if
there is any advantage of using multilingual data.

Conventionally, multilingual text classification is done by employing a language
detector, which detects the language to be classified and then initiating a
classifier that is trained on a specific language. This naive approach does not
take advantage of the polylinguality of data for classification for a predefined
category which may benefit from this data [WYL+14]. Recent techniques
of learning bilingual word embeddings [ZSCM13, CAPLL+14] have shown to
be improving, for this reason, the effect of multilingual embeddings is to be
explored.

1.3 Structure of the Thesis

The thesis is divided into seven chapters. Chapter 2 provides details of the various
machine learning and deep learning methods, algorithms and information about doc-
ument categorization. Chapter 3 details the conceptual aspects for all the research
questions and the techniques such as data cleaning, data collections that will be used
to answer the research questions. Chapter 4 gives the detailed narrative of the tools
used in implementing the concepts, the architecture and the hyperparameters of the
algorithms provided in the Chapter 3 and the specifics of how they are implemented.
Chapter 5 provides details of the evaluation approaches and the results of all the
research questions. Chapter 6 shows the similar work done on the legal dataset,
and similar techniques used in training and evaluation of the algorithms. Chapter 7
presents the conclusion of the thesis, discusses the limitations of some approaches
and future works.



4 1. Introduction



2. Background

This chapter covers the fundamentals of document classification, how machine learn-
ing is applied for document classification. Furthermore, this chapter will provide an
overview of various machine learning, deep learning, and evaluation concepts. This
chapter will also describe the concepts of different classification algorithms employed.

2.1 Document Categorization

Document categorization also known as document classification is the analysis and
assignment of documents into some predefined classes. Categorization is an essential
part of document retrieval as without categorization it is impossible to label the
document and know when to present it to the user in response to a search query.
Manually assigning these documents (also referred to as indexing) is not feasible due
to the continuous addition of new documents every day.

Luhn first introduced the classification of documents for creating abstracts in tech-
nical resources. Luhn proposed using statistical analysis of word occurrences in the
abstract and title of the literature to assign it to a predefined category [Luh58].
Many early adaptations of document categorization techniques relied upon carefully
hand-crafted features [HW91, BFL+88]

2.2 Machine Learning and Document Categoriza-

tion

This section briefly describes concepts of machine learning and its use in document
and text categorization. Machine learning is a branch of AI that gives a computer the
capability to learn by itself and improve based on seen examples. Mitchell formally
defines it as, “A computer program is said to learn from experience E with respect to
some task T and performance measure P , if its performance measure P for the task
T improves with experience E” [Mit97]. Machine learning algorithms are broadly
divided into two categories, supervised and unsupervised learning algorithms. Su-
pervised learning algorithms learn from a given set of data and try to predict an
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unseen target set. Unsupervised learning algorithms learn the relationships between
elements of the provided data.

Text or document categorization is a supervised learning problem. We have a set
of training documents which are labeled and used to train the machine learning
algorithm. This trained classifier is then used on the target or test set to predict
the label.

2.2.1 Supervised and Unsupervised Learning

In supervised learning, a machine learning algorithm learns the mapping of a given
set of examples to some specified, predefined categories. Formally, let Z be the
training set given by {(a1, b1), (a2, b2), (a3, b3), ..., (an, bn)} where ai are the input
vectors to the algorithm and bi are the corresponding labels, then a supervised
learning algorithm will try to learn the mapping function,

f(a) = b (2.1)

The goal of this function is to approximate the mapping well enough that when a
new data point (a) is passed to the algorithm it can predict label (b) from the data.

Contrary to the supervised way of learning, in unsupervised learning there are no
corresponding labels; the algorithm has to model and learn the relationship of the
underlying , for example using a similarity function to determine how similarity
between two data points. It is similar to learning without a teacher. [HSP99].

2.3 Multi-class vs Multi-label Classification

Classification or categorization is the identification of an instance of data into a
predefined category or class. Classification can be broadly divided into three types,
Binary Multi-class and Multi-label classification. Multi-class classification is the pro-
cess of identifying an instance into one of the many classes. In binary classification
the instances are classified into two classes hence the term binary. Many algorithms
solve the binary classification task. Several methods have been proposed to extend
these binary classification problems into multi-class ones, as a multi-class problem
can be seen as a set of several binary class problems [Aly05]. Some of these binary
classification problems extend naturally to a multi-class problem, and some require
special transformations to do so. An examples of this natural extension are Neural
Networks as instead of having a single neuron at the output as in binary classifica-
tion, it has N neurons for N classes [B+95]. Other algorithms convert multi-class
problems into a set of binary classification problems for example Support Vector
Machines [CV95]

In the Multi-label classification problem, instead of identifying an instance of data
into a single category or class, it is classified into multiple classes. Multi-label
classification is common in case of document classification as a document might
contain aspects of different topics, so it is attributed to multiple classes. The most
common approach to tackle a multi-label problem is to transform it into n different
binary or multi-class problems, and then the predictions from these n binary or
multi-class classifiers are transformed into multi-label predictions [RPHF11].
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2.4 K-means Clustering

It is often required to divide the data into groups to better understand it. Cluster-
ing is the method of grouping the data in such a manner that similar instances are
grouped together (in the same cluster) and dissimilar objects are grouped separately
(in different clusters). Clustering is extensively used in data mining for statistical
analysis in the earlier stages of exploratory analysis. The k-means clustering algo-
rithm is one of many unsupervised clustering algorithms.

The k-means algorithm separates data into k clusters. These clusters are such that
they are as far away from each other as possible. Each cluster has a central data
point (which is randomly initialized) called centroid, and an instance of the data
is assigned to a cluster if it is close to this center. k-means iteratively minimizes
the distance between every example of the data and the center to find the optimal
number of clusters.

Steps involved in K-means clustering is as follows,

1. Initialize k data points as centers of the clusters.

2. Calculate the distance between every data point and the centroid and based
on this distance allocate each point to the nearest cluster.

3. The cluster centers are updated by calculating the average of all the points of
that cluster.

4. If the position of the centroids changes, then the process is repeated from step
2 until there is no further change in the position of the centroid.

The process stops when the average distance between the centroids and the distance
between the points of a cluster is lowest. The minimal distance between the instances
of a cluster ensures that the cluster is compact with the least variance between the
points of a cluster.

2.4.1 Pairwise constrained K-means

Domain knowledge about the instances can be helpful in the better assignment of
the instances to the clusters. It can be used to assess which instances should be
grouped together [WCR+01]. There are two types of pairwise constraints.

• Must-link: This set of constraints specifies which of the instances of the data
should be placed in the same cluster.

• Cannot-link: This set of constraints specifies which of the instances of the
data should not be placed in the same cluster.

This is a modified version of k-means clustering with the constraints as mentioned
above. The algorithm takes data D and a set of must-link constraints and a set of
cannot-link constraints. As a result, the data is divided into k groups satisfying all
the constraints. When a data point is assigned to a cluster, the algorithm ensures
that it does not violate any of the specified constraints.
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2.4.2 Choosing k

To produce high quality clusters, the number of clusters (k) that the data needs
to be divided into should be known. Silhouette Score [Rou87] and Elbow Analysis
[Tho53, KS96] are two methods to find out the number of clusters.

2.4.2.1 Silhouette Score

Silhouette score is a measure of the quality of a cluster. It determines how well
an object fits the cluster assignment.There are two requirements for the creation of
silhouettes, the first thing we need is the clusters, and second, we need the proximity
between each object of a cluster.

Let s(x) be the silhouette score for element x which is placed in cluster A as shown
in Figure 2.1. We can calculate the dissimilarity (distance) a(x) between elements
x of cluster A and other elements of cluster A,

a(x) = average dissimilarity between x and other elements of cluster A (2.2)

In Figure 2.1 a(x) is represented by the average length of all the lines of cluster A.
Now we calculate the dissimilarity of element x with elements from any cluster other
than A. For example, cluster B which is different from A.

d(x,B) = average dissimilarity between x and other elements of cluster B (2.3)

In the Figure 2.1, d(x,B) is represented by the average of lines stretching from
element x in the cluster A to all the elements in the cluster B. Once this is calculated
for all the clusters, the minimum of these numbers is selected and denoted by

b(x) = minimum(d(x,B)) (2.4)

Here, for cluster B we have the minimum of b(x), so cluster B is called the neighbour
of x, this is the second best option for x, if it cannot be accommodated in cluster A.

To calculate the silhouette score of s(x), we use a(x) and b(x) obtained in Equa-
tion 2.2 and Equation 2.4

s(x) =
b(x)− a(x)

max{a(x), b(x)}
(2.5)

Hence, the higher the value of s(x), the better the assignment of the clusters.

2.4.2.2 Elbow Analysis

Elbow analysis [Tho53, KS96] is another method of finding the number of clusters
(k). The k-means algorithm works by finding the clusters which minimizes the
intra-cluster variance. The sum of squares of all the points in a cluster explains the
variance within a cluster and hence it is used in elbow analysis to find the optimal
number of clusters.
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Figure 2.1: Computation of silhouette score s(x) with three
clusters for point x in cluster A.

Figure 2.2: An illustration of clusters and centroids, with
three clusters and their respective centroids C1, C2, C3

Elbow analysis uses the Within Cluster Sum of Errors (WCSS). WCSS is calculated
as the sum of distances of each point of a cluster and the centroid of that cluster.

For the clusters in the Figure 2.2, WCSS will be calculated as follows.

WCSS =
n∑

i=1

n∑
k=1

distance(xi,j, Ck) (2.6)

where:

xi,k = Data point i in cluster k

Ck = Centroid for cluster k

This WCSS distance is plotted against the number of clusters which show an elbow
shape; adding more clusters indicated by the elbow shape will decrease the WCSS
further and will not model the data significantly better.
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Figure 2.3: Example illustrating elbow at k = 4

In the Figure 2.3 we can see the elbow shape at k = 4 on the x-axis. This suggests
that we divide the data into four clusters.

2.5 Support Vector Machine

An SVM is a supervised learning algorithm. It tries to find boundaries or hyper-
planes in the given feature space which are then used for classification and regression.
An SVM tries to maximize the distance between the two points of a decision surface
[MRS10].

SVMs are based on structural risk minimization, which aims to find out a hypothesis
h for which we have the lowest true error. This true error is the probability of making
an error on unseen data. The ability of SVMs to learn from data is not dependent
on the dimension of input features which makes them ideal for text categorization
[Joa98].

To understand how an SVM works, consider the equation of a hyperplane which is
given as [FHT01],

w · x+ b = 0 (2.7)

where w represents a non-zero vector which is normal to the hyperplane, x is any
point on the same space as the hyperplane and b is a scalar. Now, let us consider
additional two hyperplanes which are normal:

w · x+ b = ±1 (2.8)

Distance of any given point xi is given by

d (w, b;xi) =
|w · xi + b|
‖w‖

(2.9)

The points on the hyperplanes defined by equation Equation 2.8 are known as sup-
port vectors. The other points have no influence on the classification process and
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Figure 2.4: Support Vector Machines

we can further simplify the equation Equation 2.9 by replacing the numerator with
1:

d(w, b; |w · x+ b| = 1) =
1

‖w‖
(2.10)

To optimize Equation 2.10 requires us to simply maximize ||w||−1, which is equal to
minimizing ||w||2. Hence, we need to solve the optimiztion problem

min
w,b

(
1

2
‖w‖2

)
(2.11)

The Equation 2.11 is subject to the constraint that the distance from a given point
xi must be equal to or greater than one. Otherwise, w → 0 will always be the
optimal solution.

y (w · wi + b) ≥ 1,∀i ∈ [1,m] (2.12)

A change in support vectors of the SVM will only affect the margins and changes in
any other points will not have any impact on the margins and the hyperplane found
by the algorithm. For training the SVM we need to find C which is a regularization
parameter. For large value of C the algorithm will choose a small margin hyperplane
and for small values of C the algorithm will look for larger margin hyperplane
separating the data.
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2.6 Deep Learning

The rise in digitization brought in the problem of the creation of vast and diverse
unstructured data. The increase in computation power and the need to analyze the
data to get a better insight of it has given rise to deep learning. Deep learning is
a subcategory of AI which is inspired by the human brain and replicates the way a
human learns. ANN is a deep learning algorithm which imitates the human brain.
A ANN has an input layer, an output layer along with hidden layers comprising of
units that process the given input. ANNs are effective tools for recognizing patterns
which are way too complicated for programmers to extract and teach the machine
to understand. ANNs exist since the last century; however, in the last decade they
have become a significant part of AI due to a technique called backpropagation and
due to the availability of computational resources.

An artificial neuron is the basic component of an ANN and is shown below in Fig-
ure 2.5.

Figure 2.5: An Artificial Neuron

Each input xi is multiplied with random weights wi. Then they are summed up with
biases bi, and then this total input is passed through the activation function.

The output of the neuron in the Figure 2.5 would be as follows:

y = f(x1w1 + x2w2 + x3w3 + b) (2.13)

Although simple in structure and computation, the full potential of these artificial
neurons is realized when they are connected to form the ANN as shown in Figure 2.6.
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Figure 2.6: Artificial Neural Network

There are two main topologies in which these neurons are connected to form ANN
as shown below.

(a) Feed forward neural net-
work

(b) Recurrent neural network

Figure 2.7: Topologies of ANN, (a) shows feed forward neural network and (b) shows
recurrent neural network

As we can see from the 2.7(a) that in a feed-forward networks the the flow of in-
formation is only in one direction, that is from the input layer to the output layer
wherein in the recurrent neural network the flow of the information is in the forward
as well as in the backward direction as shown in the 2.7(b)

Activation functions

Activation functions are important features of ANNs. Activation functions are de-
scribed as a function which converts the input into outputs. Consider the example of
the flow of current in an electric circuit similar to the flow of information in a neural
network, switch in the circuit as the activation function for that circuit. Hence, an
activation function is responsible for ON and OFF state of the circuit depending
on the input. As the biological neuron inspires the artificial neurons, the activation
function in biological from determines whether a neuron is firing.
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The activation function is a non-linear transformation applied to the input. When
the activation function is not applied to the inputs, the output that we get would
be a linear transformation, which is rather easy to solve but will not model many
real-world complex problems. A neural network without the activation function is a
simple linear regression model. The use of an activation function is highly dependent
on the problem at hand. Some of the most common activation functions are listed
below.

Sigmoid activation function

Sigmoid is one of the most common activation function used in neural networks. The
wide use of this activation function is a result of its ease to calculate its derivative,
which makes calculating weights easier.The sigmoid activation can suffer from the
vanishing gradient problem [BSF+94]. Vanishing gradient occurs when layers of a
neural network have gradients of 0 because layers above them have saturated between
0 and 1. [MHN13]

S(x) =
1

1 + e−x
(2.14)

Figure 2.8: Sigmoid activation function

Rectified Linear Unit (ReLU) activation function

The Rectified Linear Unit function is one of the most popular activation functions
from deep neural networks. The Rectified Linear Unit offers alternative nonlinear-
ities compared to sigmoid functions, which mitigates the problem of the vanishing
gradient, however during the optimization procedure when these units are inactive
the gradient is 0 which leads to the problem of these units never getting activated
as gradient based optimization will never adjust the weights of units which did not
activate initially [MHN13]

f(z) =

{
0 z < 0
z z ≥ 0

}
(2.15)
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Figure 2.9: Rectified Linear Unit Activation Function

Hyperbolic Tangent

Hyperbolic Tangent activation function is the ratio of the hyperbolic sine function
to the hyperbolic cosine function. This function is similar to the sigmoid function
but outputs values between -1 and 1 as it can be seen in the Figure 2.10:

f(z) = tanh(z) =
ez − e−z

ez + e−z
(2.16)

Figure 2.10: TanH Activation Function

Softmax activation function

Th softmax activation function calculates the probability distribution of a class over
all the possible classes. Hence, the softmax activation function is used in various
multi-class classification tasks in artificial neural networks [WLKF16].

f(zi) =
ezi∑K

N=1 e
zi

(2.17)
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Where:

f(zi) = Probability of ith class

zi = ith dimension output

N = Total number of classes

2.6.1 Backpropagation

Backpropagation is shorthand for “backward propagation of errors”. In feed-forward
neural networks information flows from the input layer to each hidden layer to pro-
duce the output which is referred to as forward propagation or forward pass.
This forward pass continues to produce a scalar cost that is simply the difference
between the target (what the network should have produced, true target) and the
output (what the network produced). The backpropagation or backward prop-
agation algorithm allows this cost to flow backward in the network to calculate the
new weights of the network [GBC16]. It is the learning procedure which fine-tunes
the weights of the connections of the network to minimize the error between the
input the network is given and the output vector which is desired [RHW+88].

Consider a simple neural network with one input layer with 3 inputs namely x1, x2
and x3, one hidden layer consisting of 2 neurons h1 and h2, and one output neuron,
o1. The activation function is a sigmoid activation and the cost function is simple
Euclidean distance.

Figure 2.11: Single hidden layer neural network with one output

Forward pass

In the forward pass the network will calculate the net output of the hidden neurons,
then apply the activation function to calculate the output of the hidden neurons and
continue the process for the output layer neurons in the following way,

neth1 = (x1w1 + x2w3 + x3w5 + b1) (2.18)

neth2 = (x1w2 + x2w4 + x3w6 + b2) (2.19)
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Applying the activation function (sigmoid activation) to the net output of the neu-
rons of the hidden layers is done as follows:

outh1 = σ(neth1) (2.20)

outh1 =
1

1 + e−neth1
(2.21)

outh2 =
1

1 + e−neth2
(2.22)

Then the net output of the output layer is calculated by,

neto1 = (h1w7 + h2w8 + b) (2.23)

Applying the activation function to the net output to calculate the output of the
output neuron o1

outo1 =
1

1 + e−neto1
(2.24)

After the output at the output layer is obtained, the network will calculate the error
or the cost function,

E(target,output) =
∑ 1

2
(target− output)2 (2.25)

Etotal = Eo1 (2.26)

Etotal =
1

2
(targeto1 − outo1) (2.27)

The error is calculated, and this error is then used in the backward pass to calculate
the new weights so that the error is minimized by the update (Summation

∑
in the

Equation 2.25 indicates that the error will be calculated for each output neuron and
then summed up).

Backward Pass

To update the weights of the network, the effect of the error on those weights is
calculated, that is ∂E

∂w
, which is the rate of change of the error function with respect

to the weights also referred to as gradient with respect to w. This is calculated by
the chain rule of calculus which is used to calculate the derivative of an unknown
function by calculating the derivative of known functions.

The derivative of ∂Etotal

∂w7
using the chain rule is as follows,

∂Etotal

∂w7

=
∂Etotal

∂outo1
∗ ∂outo1
∂neto1

∗ ∂neto1
∂w7

(2.28)
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Calculating each term individually,

∂Etotal

∂outo1
= change in total loss w.r.t output of o1 (2.29)

From Equation 2.30, we can write,

Etotal =
1

2
(targeto1 − outo1)2 (2.30)

Taking the partial derivative of Etotal with respect to outh1 , the part 1
2
(targeto2 −

outo1)
2 becomes 0 because outh1 does not affect it and hence it is a constant.

∂Etotal

∂outo1
= 2 ∗ 1

2
(targeto1 − outo1)2−1 (2.31)

Now for the second term in the equation Equation 2.28, we find out the rate of
change of outo1 w.r.t. neto1 , hence we need to calculate the partial derivative of the
sigmoid function.

outo1 =
1

1− eneto1
(2.32)

∂outo1
∂neto1

= outo1 ∗ (1− outo1) (2.33)

(2.34)

Finally, how much the neto1 changes w.r.t w7,

neto1 = w7 ∗ outh1 +W8 ∗ outh2 + b2 (2.35)

∂neto1
∂w7

= 1 ∗ outh1 ∗ w
(1−1)
7 + 0 + 0 (2.36)

Calculating the new weight value w7 using all the values from Equation 2.28,

w7new = w7 − learning rate ∗ ∂Etotal

∂w7

(2.37)

(2.38)

To understand the process of backpropagation, please refer to Section A.1.

2.6.2 Backpropagation Through Time

The Backpropagation through Time (BPTT) is an extension of Backpropagation
which is based on transforming a feedback network to a feedforward network by un-
folding it over time [AIS04]. Therefore, when a network processes a sequence which
is n times long, then n duplicate networks are created, and the feedback connections
are changed to be feed-forward connections from one duplicate to another. This
method is similar to training a large feed-forward neural network with weights being
modified and treated as shared weights.
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2.7 Natural Language Processing

Natural Language processing is a the sub-field of AI which deals with natural lan-
guages. Natural language in a written form is converted into numbers that a com-
puter can process to find patterns. These patterns then can be used for various
purposes such as text summarization, sentiment analysis and many more.

Processing and analyzing natural language can be divided into five stages [ID10] as
shown in the figure below.

Text

Tokenization

Syntactic analysis

Semantic analysis

Pragmatic analysis

Intended Meaning

Figure 2.12: Stages of processing natural language, adapted from [ID10]

Taking an example of a sentence, tokenization is dividing the sentence into individual
tokens (words or characters). Syntactic analysis is the analysis of the order and the
structure of these tokens. Semantic analysis refers to the analysis of the meaning of
words and their relations. Pragmatic analysis studies the context in text.

2.8 Text Normalization

Textual data contains a lot of inflection. It is the process of word formation which
happens due to the representation of words for different grammatical categories such
as tenses, voices. Removing these inflections for processing text is necessary.

Stemming and Lemmatization are two techniques used to normalize the text. Both
techniques reduce the words to their root form. Stemming reduces the word into
their base form, but this base may or may not be the morphological root of the
word. It should be sufficient that the related words are mapped to the same base,
even if the base is not a valid root. For example, words argued, arguing, argue and
argues will all be stemmed to argu, even though the base argu is not a valid term in
itself. The process of stemming is more heuristic. It removes affixes such as -ed,-ize,
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-s,-de without taking into account that the base might not be a word in the same
language. On the other hand, lemmatization reduces the words by ensuring that the
base belongs to the language. The base word in lemmatization is called a lemma.
Lemmatization requires a complete dictionary of the language being dealt with and
morphological analysis to lemmatize correctly. Lemmatization is used in cases where
it is necessary to get valid words and also in cases where verbs and nouns are to be
treated differently.

Words Stemming Lemmatization
argue argu argue

arguing argu argue
argued argu argue
argues argu argue

Table 2.1: Comparison of word normalization techniques - stemming
and lemmatization

2.9 Text Representation

All text-based computer systems require some representation of textual data de-
pending on the type of problem at hand. Unlike other data formats, textual data is
semi-structured or even unstructured. The representation of text in such a system
is done by transforming the text into a numerical form. Detailed below are two of
the most popular text representation techniques, TF-IDF, and Word Embeddings.

2.9.1 Term Frequency-Inverse Document Frequency

TF-IDF is the most common weighting method for describing textual data. Machine
learning techniques such as Support Vector Machines and K Nearest Neighbours
make use of this weighting scheme for text categorization. This technique works by
first calculating Term Frequency which is how often a word appears in a particular
document and Inverse Document Frequency which measure how infrequent a term
is in the corpus [SM05].

Term Frequency is calculated as follows,

tfa,b =
na,b∑
k na,b

(2.39)

where:

a = word in the document

b = document from corpus

k = total documents in the corpus

na,b = frequency of word a in document b

Inverse Document Frequency (IDF) is a measure of the importance of a word. In the
case of Term Frequency all the words are considered equally important, but in the
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case of Inverse Document Frequency, not all words are considered equally. While
IDF measures the importance of words in the corpus, some words which are referred
to as stop words such as is, of, are, the which appear quite often in the document
are of very little importance. Hence IDF will weigh less the frequently appearing
words in the corpus compared to rarely appearing words. [Rob04].

idfw = log
Z

za
(2.40)

where:

Z = number of documents in corpus

za = number of documents with term a in it

From equation Equation 2.39 and Equation 2.40, the TF − IDF score is computed
as,

wa,b = tfa,b × log
N

na

(2.41)

2.9.2 Word Embeddings

Conventionally, text representation in natural language processing involves tech-
niques like the bag-of-words model in which text is represented by the words in
the text (like a bag with all the words of the text without any order), the skip-gram
model which is a generalization of n-gram models where the words do not need to be
successive for the text in consideration but can be skipped, hence named skip-gram
[GAL+06] and TF-IDF. These techniques are a simple representation of various
features of a text. However, in these techniques, the order of the words and the
grammar is not considered. Hence, these techniques do not capture the semantics
of the text. [MDP+11].

Due to the limitations mentioned above, word embeddings were introduced. Word
embeddings are a vector representation of the meaning of words in the corpus. This
means that words are placed in a high-dimensional vector space where words with
a similar meaning are placed close to each other.

To better understand how word vectors are employed, we consider an example of
reviews of cars from 0 to 5 in various categories, where 0 is worst, and 5 is the best
category. A car “Volkswagen beetle” scores a 3 on comfort (one of the evaluation
criteria). We can represent this score on a scale of -1 to 1 as shown in Figure 2.13.

Now, this representation as shown in Figure 2.13 does not consider all the aspect
of the car. Therefore, we consider another evaluation criterion leg room (amount of
space for your legs) where Beetle scored 4. Hence we represent it on a scale of -1
to 1 and add another dimension to the Figure 2.13 which represents the leg room
category as shown in Figure 2.14.
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Figure 2.13: Comfort of “Volkswagen beetle” on scale of 0-5,
rescaled to range -1 to 1

Figure 2.14: Comfort represented on x-axis and leg room on
y-axis

Figure 2.15: Vector representation of car features in a two
dimensional space, black represents Volkswagen, red

represents Mercedes and green represents Audi

Adding the comfort and leg room scores of a few other cars we have a vector repre-
sentation of those cars in a two-dimensional space Figure 2.15.

Suppose someone likes his/her Mercedes and is in search of a similar car based on
those two evaluation criteria. Using the vectors from Figure 2.15, we can easily find
the similarity between two cars with the help of cosine similarity.

cosine-similarity (Volkswagen, Mercedes) = 0.955 (2.42)
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Cars Vectors
Volkswagen 0.2, 0.4
Mercedes 0.1, 0.6

Audi -0.3, 0.5

Table 2.2: Vectors of cars

cosine-similarity (Volkswagen, Audi) = 0.536 (2.43)

cosine-similarity (Mercedes, Audi) = 0.761 (2.44)

Adding more dimensions will capture more information and can increases the quality
of the results. These vectors represent the cars with numbers which is necessary for
machines to understand and also we can calculate similarities between these vectors.
This is the basic principle as to why represent words as numeric vectors.

One popular algorithm is for learning the word vectors is Word2Vec [MCCD13],
in this implementation word vectors also known as word embeddings are trained
using two models, continuous bag-of-words model and continuous skip-gram model.
In continuous bag-of-words, the projection of words into the vector space is not
influenced by the order of words and words from the future are also used in this
model. The continuous skip-gram model tries to increase the classification of the next
word based on other words in a fixed window sized sentence, rather than predicting
words based on the context. The main difference between both approaches is that
in the continuous bag-of-words method, the model predicts words based on other
words in its proximity and in the continuous skip-gram method, the model predicts
the neighboring words based on the current word.

Consider the following sentence to understand how the aforementioned methods
works,

I am the master of my fate, I am the captain of my soul - Invictus,
William Ernest Henley.

Continuous Bag-of-words Model

This model works by considering words not only from a few words in the past but
also a few words from the future to predict the target word.

Figure 2.16: Continuous bag-of-words model data set
creation

Consider a target word “fate”, and we want to predict it; thus we take a sliding
window over the sentence and create a dataset for training the word vectors as
shown in Figure 2.16.

This process will continue for the whole sentence in this case and the entire corpus
in case we have a large dataset. This dataset is feed into a neural network.
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Input 1 Input 2 Input 3 Input 4 Output
i am master of the

am the of my master
the master my fate of

master of fate i my
of my i am fate

Table 2.3: Dataset for training continuous bag-of-words model

Continuous Skip-gram Model

This model tries to predict the neighboring word based on the current word. So the
training process for the sentence mentioned above is as follows.

We can take a sliding window over the sentence and construct a dataset for training
the skip-gram model,

Figure 2.17: Continuous skip-gram model dataset creation

To understand how the dataset for continuous skip-gram training of the word2vec is
created, consider the word “the” as input, and then we start building dataset around
it. Two words before the word “the” and two words after it are taken as outputs as
shown in the Table 2.4

Input Output
the i
the am
the master
the of

Table 2.4: Dataset for training the continuous skip-gram
model

This process will continue for the whole sentence until each every word of the sen-
tence is in the training dataset against its neighboring words. This dataset is then
fed to the untrained neural network to predict the output.

After the network converges, words with similar meaning are placed together in the
embedding space. For example, words like “train” and “station” are placed close
vicinity of each other in the vector space.

Figure 2.18 below shows words such as train, terminal, truck placed in close prox-
imity of each other.
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Figure 2.18: Word embedding showing words like train and
station close to each other

2.9.3 Cross Lingual Word Embedding

Word vectors for different languages are in different vector spaces; hence they cannot
be combined, but for classifying multilingual text, vectors from all the languages
need to be in a single vector space or it has to be aligned into a single vector space.
Using a single model for classification not only mitigates the error caused by a
language detector in multilingual systems, where a language detector first detects
the language and then the respective classifier is invoked. In that affair, the error
propagates downwards and amplifies.

To train multilingual word embeddings Duong et al. [DKM+16], proposed using
bilingual dictionaries and monolingual data. Their model uses an extension of the
continuous bag-of-word (CBOW) model [MCCD13]. This method has benefits as
often there is no parallel (multilingual text aligned together) data when working on
domain-specific problems; also it is comparatively easy to obtain or create bilingual
domain-specific dictionaries.

Facebook’s MUSE Python library [CLR+17] aligns word vectors from multiple lan-
guages into a single vector space, they have used monolingual word embeddings
trained using Facebook’s Fasttext’s [BGJM17] tool and aligned them in a common
vector space. MUSE’s algorithm learns the mapping between two embeddings and
then aligns them together. It exploits the similarities of a monolingual embedding
space [MLS13] to learn their mapping for alignment.

2.9.4 Long Short Term Memory

Neural networks have shown remarkable capabilities in processing and modeling
natural language. Recurrent Neural Networks (RNNs) and Convolutional Neural
Networks (CNNs) are common architectures for handling natural language. The
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LSTM [HS97] is a variant of RNNs, unlike other feedforward neural networks these
networks have recurrent connections in them which allow the information to persist.

Figure 2.19: Single RNN Cell

The Figure 2.19 shows a single RNN cell having a recurrent connection. This recur-
rent connection allows it to retain the previous state and makes use of its context
[GLF+09]. Due to this property RNNs are very effective in processing text.

RNNs are effective but suffer from the problem that their capacity to retain the
previous states is fairly limited. Due to this the influence of the input either di-
minishes or increases exponentially. This is referred to as the problem of vanishing
and exploding gradients [HBF+01]. The problem of the vanishing gradient makes it
tough for an RNNs to make use of more than a few previous states. LSTMs are a
special kind of RNNss which address the issue of vanishing gradients. They contain
recurrently connected sub-networks called memory blocks, and each of these blocks
contains three gates; the input gate, the forget gate and the output gate. These
gates allow an LSTM to store information for a longer period. If the input gate is
closed, that is if it has no activation (or close to 0), the activation of the block will
not be overwritten for the next incoming inputs. Also, the activation of the block
is only available to the network if the output gate is open. The forget gate switches
the recurrent connections on and off.
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Figure 2.20: LSTM block with a single cell. The cell has
recurrent connections with a forget gate. The three gates

collect inputs from rest of the network.

An LSTM network learns the mapping of an input sequence to the output sequence
using the following equations one by one from time t = 1 to n. Hence, the equations
for the respective gates and the cell states are as follows:

it = σ(wi[ht−1, xt] + bi) (2.45)

ft = σ(wf [ht−1, xt] + bf ) (2.46)

ot = σ(wo[ht−1, xt] + bo) (2.47)

where:

it = input gate

ft = forget gate

ot = output gate

σ = sigmoid function

Wi = Weight matrix of input gate

Wf = Weight matrix of forget gate

Wo = Weight matrix of output gate

ht−1 = output from previous block at time t− 1

bi = bias for input gate

bf = bias for forget gate

bo = bias for output gate
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The Equation 2.45 is for the input gate which allows new information is to be
stored in the cell state. Equation 2.46 is for the forget gate which is responsible for
discarding information that is not useful anymore from the cell state. Equation 2.47
is for the output gate which is responsible for the activation of the whole LSTM
block at time t

c̃t = tanh(weightcell[ht−1, xt] + baiscell) (2.48)

ct = ft � ct−1 + it � c̃ (2.49)

ht = ot � tanh(ct) (2.50)

where:

c̃t = new contender for cell state at t

ct = current cell state at t

� = element-wise product

At any given time step, the current cell state calculates what is to be forgotten, that
is ft � ct−1 from Equation 2.49 and which new cell state to be established from the
current time step, that is it � c̃ form Equation 2.49. These are then passed through
a tanh function to filter out which of the two should be forgotten and which should
be the output at the current time step. The output ht can then be passed through
a softmax function to get the prediction probabilities for the current block.

2.10 Bidirectional Long Short Term Memory

Bidirectional Long Short Term Memorys (BiLSTMs) are able to process a given
sequence in both directions (forward and backward) [SP97]. In Figure 2.21 we can
see that a BiLSTM contains two layers out of which one processes the sequence in
the forward direction and one processes the sequence in the backward direction. The
output layer is connected to both layers which enables it to process both forward
or future context and backward or past context. BiLSTMs have been show to
performed better than standard LSTMs and RNNss in sequence learning problems
[BBF+00] [FSS99].

From Figure 2.21, it can be seen that there is no connection between the forward
passing layer and backward passing layer, hence outputs from the forward pass
are not connected to the input of the backward pass and vice versa, so training a
BiLSTM is the same as unidirectional LSTM for the most part.

2.11 Sentence-based approach for training LSTMs

Documents containing legal text are often very long. Although these long sequences
can be processed and trained using LSTMs [HS97] theoretically, practically it is
often limited by hardware. To process such long documents, they can be divided
into smaller sub-texts which are easy to process. In [VA16], the authors have di-
vided the text into sub-texts to consider the dependencies between the written text.
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Figure 2.21: Bidirectional LSTM

Various other techniques have been studied and applied on textual data on various
levels. Text data has been annotated, on document level [MO06], on paragraph level
[FOD+09], on sentence level [SHMO09, SEK+08] and on the phrase level [WWH05]
for various NLP tasks.

A sliding-window based approach is also used in this thesis for breaking the long
documents into smaller chunks.

To understand how the sliding window algorithm works, consider a quote by Ma-
hatma Gandhi - “A man is but the product of his thoughts; what he thinks, he
becomes.”

Figure 2.22: Sliding window at time step t1, t2, t3 and t4
with the window size of 10 words per sentence and slide of 2

word per sentence per time step

Figure 2.22 shows a sliding window, with a window size of 10 words per sentence
and a slide of 2 words per sentence to create four sentences at each time step t1, t2,
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t3 and t4. The following is the list of sentences that the algorithm will create with
the configuration as mentioned above.

• Sentence 1 at time step t1: a man is but the product of his

• Sentence 2 at time step t2: is but the product of his thoughts what

• Sentence 3 at time step t3: the product of his thoughts what he thinks

• Sentence 1 at time step t4: of his thoughts what he thinks he becomes

In the case when there are fewer words left than the specified length of the window,
then the process will halt with the remaining words in the last sentence.

This approach not only enables us to train the LSTMs on long text sequences but
it also increases the training data. Each sentence created by applying the sliding
window approach on a single document will have the same class label as the docu-
ment. Therefore if Doc A → Class 1 then all the sentences of that corresponding
document will be labeled as Class 1

2.12 Evaluation Matrices

The evaluation of a classification model is an essential task. An evaluation of a model
gives us insights on how the model will perform in the real world. The following
is the list of evaluation measures used in this thesis to evaluate the classification
performance of the models.

To evaluate the performance of any multi-class classification model, we need first to
understand the confusion matrix.

A confusion matrix shows the performance of a classifier in a tabulated form on data
where the labels of the data are known.

Actual Values
P N

P True Positive False Positive
Predicted Values

N False Negative True Negative

Table 2.5: Confusion Matrix

• Positive (P): Positive condition (e.g. is mango)

• Negative (N): Negative condition (e.g. is not a mango)

• True Positive (TP): Number of instances that were Positive (P) and iden-
tified and as Positive (P) by the algorithm.

• False Positive (FP): Number of instances that were Negative (N) but iden-
tified as Positive (P) by the algorithm.
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• True Negative (TN): Number of instances that were Negative (N) and
predicted as Negative (N) by the algorithm.

• False Negative (FN): Number of instances that were Positive (P) but iden-
tified as Negative (N)

Accuracy

Accuracy is the ratio of the number of rightly identified instances of all classes over
the total number of instances in the dataset.

Accuracy =
Number of correct predictions

Total number of predictions
(2.51)

Accuracy =
TP + TN

TP + TN + FP + FN
(2.52)

Precision

Informally, precision indicates how many of the positive instances were identified
correctly. Formally, it is the ratio of TP and sum of TP and FP.

Precision =
Correctly identified positive instances

Total number of positive instances
(2.53)

Precision =
TP

TP + FP
(2.54)

Recall

Recall also known as True positive rate is the number of positive values that are
correctly identified, that is the ratio of TP and sum of TP and FN.

Recall =
Correctly identified positive conditions

Total number of positive prediction by algorithm
(2.55)

Recall =
TP

TP + FN
(2.56)

F-measure (F1-Score)

F-measure is the harmonic mean of precision and recall. The harmonic mean is
one of the several averaging strategies applicable in a situation where the average of
rates is needed. It is expressed in terms of precision and recall as following,

F-measure (F1-Score) =

(
precision−1 ∗ recall−1

2

)
(2.57)

F-measure (F1-Score) = 2 ∗ precision ∗ recall
precision+ recall

(2.58)
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Macro and Micro Averages

Precision, Recall, and F-measure will give us the performance of the classifier on
individual classes and to represent the performance of the classifier on the whole
dataset we need to average these values across all the categories. The results of
averaging the values of precision, recall, and f-measure across all the classes in case
of an imbalance and/or multi-label dataset is misleading as it will weigh each class
equally even though the number of samples in some categories was higher and there-
fore the effect of these classes on precision, recall, and f-score will be more.

Consider the following example:

• Class A: 5 TP and 5 FP

• Class B: 1 TP and 1 FP

• Class C: 20 TP and 90 FP

• Class D: 10 TP and 10 FP

By calculating precision on these classes we get, PA, PB, PD = 0.5 and PC = 0.2.

In macro-average, first the individual precision is calculated, and then the these
precision values are averaged [MRS09], so macro-average is:

macro-average precision =
0.5 + 0.5 + 0.5 + 0.18

4
= 0.42 (2.59)

The problem is quite clear as class C which is 84% of the total dataset is represented
in the macro-average precision by 1

4
ratio [MRS09].

To mitigate this, in micro-average, we sum up all the predictions of all the classes and
then compute the average. So, the micro-average precision for the above example
would be:

micro-average precision =
5 + 1 + 20 + 10

10 + 2 + 110 + 20
= 0.2535 (2.60)

Hence, if the performance of micro-average metrics is better than the performance of
macro-average metrics, it means that the classifier is performing better on minority
classes.
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This chapter describes in detail the conceptual aspects of this thesis. The concept is
divided into three phases, in the first phase data collection and cleaning aspects are
described, in the next phase clustering, and resampling of the data is described, and
in the last phase, machine learning and deep learning models with their evaluation
strategies are described.

3.1 Phase 1: Data Collection and Cleaning

In the first phase, the data collection techniques are described in detail, also how the
data was cleaned to make it suitable for the machine learning algorithm is described
here.

Data Collection

Legal laws are written to be applicable in various situations. For example, a law for
agricultural products may be applicable in cases where trading of goods happens.
Laws are also comprised of many languages so that they can be used by various
nations. The applicability of these legal texts in different situations makes the
classification of these texts a multi-label classification problem.

There are many datasets available for the legal domain. CFPB Credit Card Agree-
ments DB1, EUR-Lex Dataset2 are some well known datasets for legal domain-
specific tasks. However, the CFPB credit card agreements dataset is not available in
the German language and also it is about one specific topic in the legal domain. The
EUR-Lex Dataset is a large dataset available in both English and German, which
was scraped from the Publication’s office of European Union’s website [MF10]. This
dataset consists of 19,348 documents for a single language divided into 201 topics.
This dataset is too large to handle as there are 201 classes given the amount of
resources available to scrape, process and train the models. So instead EUR-Lex

1http://www.consumerfinance.gov/credit-cards/agreements/
2http://www.ke.tu-darmstadt.de/resources/eurlex
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summaries are selected. This EUR-Lex Summaries3 are also from the Publication
office of the European Union’s Parliament. These summaries are the European
Union’s laws explained and translated into a reader-friendly language. They cover
32 topics which correspond to the activity areas of the European Union. These
summaries are available in multiple languages. The EUR-Lex summaries dataset
is highly imbalanced. For this thesis, only English and German languages are con-
sidered. The summaries are not available in an easy, click to download manner,
and hence they have to be crawled from the European Union’s publication office’s
website. These summaries frequently change as the laws of the union change or if a
new law is introduced.

While scraping the summaries, data from both languages need to be scraped to-
gether. This ensures that we are not missing out any summary from either of the
languages for a fair comparison of multilingual and monolingual models. Saving
the summaries from different languages separately could create the problem of data
leaking between the English and the German version of the same document, which
is the result of splitting data randomly for training and testing. For example, Doc
A which belongs to class 1 in English and Doc B which is the same document but
in German which also belongs to class 1. Now, when spitting the data for training
and testing Doc A might end up in the training set, and Doc B might end up in
the testing set.

Data Cleaning

Text data is unstructured and noisy, meaning that it is not organized in a predefined
manner and noisy because it contains a lot of information that may not be of any
use for the task at hand. These irregularities make it difficult for a machine learning
algorithm to learn from it. Textual data is non-uniform as the structure and content
changes from one document to another, due to this non-uniformity it is challenging
to have a single cleaning mechanism for all machine learning problems involving
text. For example, a machine learning task that is designed to detect events might
need date and time to effectively predict the event, whereas it would be viable to
remove them for a sentiment analysis task.

Legal text is different from other text available because of the style, structure
[BDCH11] and the use of special characters which are exclusive to the legal text.
General text preprocessing techniques become feeble, hence during preprocessing of
legal text special care is taken. The data set used here is the summarised version
of the original legislation, which contains links to the original documents as well as
background information about the law and other information that might not con-
tribute anything in the classification process. These chunks of information can be
removed, but it is particularly hard to remove them as they do not follow any pat-
tern to where they appear in the document. Due to this reason, even though this
information will increase the training time, it was not removed due to its demanding
effort.

3https://eur-lex.europa.eu/browse/summaries.html
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3.2 Phase 2: Data Clustering and Resampling

In the second phase, the data is first resampled and then clustered to prepare the
data for training in the next phase. Also, in this phase, the word embeddings are
created.

Data Resampling

Data for almost all the real world applications is in skewed distribution, and EUR-
Lex summaries are no exception. Skewed distribution is when we have more samples
in one class than others [WY12]. The skewed distribution also known as class im-
balance in data is a difficult situation for a classifier to learn from as the classifier
may be biased towards the majority classes and may shows poor performance on
minority classes. Also, in the case of class imbalance in the dataset, accuracy is not
a good performance evaluation measure [CBHK02].

To handle the imbalances in the dataset various techniques have been proposed.
Oversampling and Undersampling are the two most common ones. Oversampling
refers to the process of artificially increasing the number of samples in the minority
classes, and Undersampling is when we remove instances from the majority class
to even out the dataset. Undersampling in our case would mean that we reduce
the instances from the majority classes which are few for classification task. And
we could not find any work of oversampling a domain-specific and limited textual
dataset using techniques like SMOTE [CBHK02]. Also it is questionable whether
adding noisy artificial instances by SMOTE could really increase performance, given
the small size of the dataset to train a generating algorithm.

The EUR-Lex summaries have multiple labels per document, this is generally the
case with legal text as a single case may be applicable to many situations. So having
multiple labels for a single document can be exploited to alleviate the skewness in the
dataset. The sampling of the documents is done in such a way that it reduces samples
from the majority classes on the basis of its presence in the minority classes. Hence,
a document will be labeled as belonging to the class with the the fewest examples.

The resampling technique can be better understood with the following example.
Consider the dataset in the Table 3.1 and the distribution of samples across classes
in Table 3.2.

Doc ID Class Label
Document A 1,5,2
Document B 3,2,5
Document C 4,1,5
Document D 2,3
Document E 2,5

Table 3.1: An table showing documents and their assignments in their
respective classes.
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Class ID Number of Samples
1 2
2 4
3 1
4 1
5 4

Table 3.2: Distribution of samples in the dataset across 5 classes.

When applying the proposed resampling technique to the dataset in Table 3.1 and
Table 3.2, Document A which has label 1,5 and 2 will be assigned to class 1 because
the number of samples in class 1 are less than the number of samples in class 2 and
class 5, similarly Document B will be assigned to class 3, Document C to class
4, Document D to class 2 and Document E to either 2 or 5. After resampling
the Table 3.1 have labels shown in Table 3.3 and the multi-label dataset becomes a
multiclass dataset.

Doc ID Class Label
Document A 1
Document B 3
Document C 4
Document D 2
Document E 2 or 5

Table 3.3: Document assignment after proposed resampling

Class ID Number of Samples
1 1
2 1 or 2
3 1
4 1
5 0 or 1

Table 3.4: Distribution of samples in the dataset across 5 classes after
resampling.
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Data Clustering

To see the effect of clustering, after resampling, the data is divided into n groups.
To find the number of groups that the data can be divided into, a calculation of
Silhouette Score and an Elbow Analysis are performed as described in Section 2.4.2.
The division is so that all documents d of a category Cl will be grouped together in
the same cluster Kn via must-link constraints.

That is, every document of a single class label must be present in a single clus-
ter (must-link constraints). Each document will be assigned to the closest cluster
without violating the must-link constraints. To achieve this, a constrained version
of the k-means algorithm is applied (see Section 2.4.1). Only must-link constraints
are used in the form of class labels, as each document will belong to one of the 32
classes, however cannot-link constraints, can not be obtained as we do not possess
this information or have any prior knowledge about which two documents will not
belong together.

When splitting the data in disjunct cluster, the number of classes to be predicted
by each multi-class classifier of a cluster is reduced, thus resulting in specialization
advantages for each classifier.

Monolingual and Bilingual Word Embeddings

The training of the word embeddings is the last step of the second phase. Three
word embeddings are created, the monolingual word embedding, one bilingual word
embedding trained on legal data and another bilingual word embedding trained on
general-purpose data.

The details of the training the word embeddings will be discussed in the next chapter.

3.3 Phase 3: Model Architecture and Training

The third phase goes into details regarding the conceptual aspect of the three re-
search questions. Different evaluation strategies for comparing them are introduced.

3.3.1 Research Question 1:

The first research question is:

Can BiLSTMs achieve better results in terms of the evaluation metrics
(Precision, Recall, and F-Score) than the thoroughly studied text classi-
fication methods such as Support Vector Machines?

Figure 3.1 shows the workflow for the above-mentioned research question. After
acquiring the data from the EUR-Lex website, the data is cleaned or prepossessed
(see Section 3.1). Upon preprocessing, the textual data needs to be converted using
a suitable text representation technique according to the algorithm it will be trained
on. Here, there are two algorithms being tested, SVM and BiLSTM, and both of
them employ different techniques to represent text for training (See Section 2.9).
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The SVM uses the TF-IDF representation whereas the BiLSTMs uses the Word
Embeddings.

Due to hardware limitations training the BiLSTM is difficult if the length of a text
sequence is very large. Hence each document is divided into sentences using the
sliding window technique (See Section 2.11) and the document label is assigned to
each sentence created from that document.

Figure 3.1: Flow chart representing the workflow for the first research
question

To see the effect of clustering on the classification process, one classification model
is trained on clustered data in a hierarchical manner. The clustered data contains
documents from the corpora of both the languages; this is because clustering on a
corpus of a single language will result in very less data for the clusters. This will
show us if there is any improvement in classification performance of the classifier
with the specialization advantage discussed in Section 3.2. The training workflow
for the BiLSTM (with clustering) is shown below in Figure 3.2,
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Figure 3.2: Classification workflow for clustered data in hierarchical
manner

Evaluation

The SVM is trained on full documents, and the BiLSTM is trained on the sentences
created using the sliding window technique, for this reason, results from both models
cannot be compared. Ferguson et al. [FOD+09] performed sentiment analysis of
financial blogs on paragraph-level annotated text, they summed up the predictions
given by the classifier. Similarly, in our case, the classifier gives a probability to
each sentence belonging to each class. As each document is comprised of sentences,
if we add all the probabilities for each class across all the sentences of a document
we get probabilities for every class for that document, and then we assign the class
with highest probability score to the document. The classification algorithm trained
on clustered data yields n different sets of predictions, i.e., the scores from the n
clusters are averaged to get the score on the whole dataset.
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The Table 3.5 lists all the details of the classification algorithms used for the first
research question.

Classification
Algorithm

Text Repre-
sentation

Corpus
Type of
training

Evaluation
Strategy

SVM TF-IDF English
Non

Clustered
Document Level

BiLSTM

Monolingual
Word

Embeddings
(Legal Text)

English
Non

Clustered

Document Level
and Sentence

Level

BiLSTM
Bilingual Word

Embedding
(Legal Text)

English
and

German

Non
Clustered

Document Level
and Sentence

Level

BiLSTM
Bilingual Word

Embedding
(Legal Text)

English
and

German
Clustered

Document Level
and Sentence

Level

Table 3.5: Classification algorithms for the first research question with
their corresponding text representation techniques, the corpus used to
train them, the type of training (clustered or non clustered) and the

evaluation strategies.

3.3.2 Research Question 2:

The second research question is:

Are general-purpose resources such as pre-trained word embeddings in
case of LSTMs applicable to specific legal domain tasks in terms of the
evaluation metrics? Also, further training them on the legal corpus,
produces comparable results to the ones only trained on legal texts?

Figure 3.3 shows the general workflow for the second question. For this question we
compare the general-purpose resources, that is word embeddings trained on textual
data available from many different domains, with the word embeddings trained on
the legal corpus.

As the domain-specific word embeddings are created using legal domain-specific data
this word embedding will not be trained further. In case of general-purpose word
embeddings, two models will be trained - one with a frozen (embedding weights
will not be updated during the training process) embedding layer and other models
will train the word embeddings. This is done to see if further training the general-
purpose word embeddings produces results comparable to the ones trained on legal
data.
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Figure 3.3: Flow chart representing the workflow for the second
research question

Evaluation

Similar to the first question, the classification models are trained on sentences for
the English and German corpora, hence all the models are evaluated on document
level and sentence level with micro-average precision, recall and f1-score performance
matrices as micro-average scores gives a better insight on how the classifier performs
on minority classes. All the classification models are trained on clustered data in
the similar way as shown in the Figure 3.2. As the training is done on the clustered
data, the scores of the performance matrices are averaged together similar to the
evaluation done in research question 1 (see Section 3.3.1).
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The Table 3.6 below lists all the classification algorithms for the second research
question,

Classification
Algo-
rithm

Word
Embeddings

Embedding
Training

Corpus
Type of
Training

Evaluation
Strategy

BiLSTM

Domain-
Specific

Bilingual (Legal
Text)

False
English

and
German

Clustered

Document
Level and
Sentence

Level

BiLSTM

General-
Purpose
Bilingual

(Facebook’s
MUSE)

False
English

and
German

Clustered

Document
Level and
Sentence

Level

BiLSTM

General-
Purpose
Bilingual

(Facebook’s
MUSE)

True
English

and
German

Clustered

Document
Level and
Sentence

Level

Table 3.6: Classification algorithms for the second research question
with their corresponding text representation techniques, the corpus

used to train them, the type of training (clustered or non clustered) and
the evaluation strategies

3.3.3 Research Question 3:

The third research question is:

Can BiLSTM perform better when training multiple languages in a single
model, compared to training one model for each language separately?

Figure 3.4 shows the general workflow for the third research question. In this ques-
tion, we explore the possible effects of having data in multiple languages on a clas-
sifier. C.-P. Wei et al.[WYL+14] suggest that when the training set for a single
language is small it is less representative of the target semantic space and a classifier
trained on this data set may not yield satisfactory results. However, if the text from
another language is available for the predefined category then it can be beneficial
and can improve the effectiveness of the classifier for the respective language. The
näıve approaches of handling such data is to build separate classifiers for separate
languages. This näıve method does not take the benefit of the availability of data
across different language for a defined category.

To see the effect of the advantage of multilingual data, in this research question, first,
two separate classifiers are trained on two different languages; namely, English and
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German. The results from both of them are combined to get the average performance
(we will average the micro-average precision, recall, and f-score across both the
models to get the relative performance of the classifier on both the language) of
classification of these two classifiers. The training and evaluation of these classifiers
is similar to the training done in research question 1 and 2. This performance of
the two classifiers is then compared to a single classifier that is trained on both the
languages with multilingual word embeddings.

The training of all the classifiers for this question is done in a similar fashion as
shown in Figure 3.2, and Table 3.7 below lists all the classification algorithms for
the third research question,

Figure 3.4: Flow chart representing the workflow for the third research
question.
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Evaluation

For the evaluation, the multilingual classifier is evaluated on the summation of pre-
dictions from the sentences of each document for each class. Also, both of the
monolingual classifiers are evaluated on the summation of the predictions from the
sentences of each document of each class but these results are then averaged to be
able to compare them with the multilingual classifier.

Classification
Algorithm

Word
Embeddings

Corpus
Type of
training

Evaluation
Strategy

BiLSTM

Monolingual
Domain-

Specific (Legal
Text)

English
Non

Clustered

Document
Level &
Sentence

Level

BiLSTM

Monolingual
Domain-

Specific (Legal
Text)

German
Non

Clustered

Document
Level &
Sentence

Level

BiLSTM

Bilingual
Domain-

Specific (Legal
Text)

English
and

German

Non
Clustered

Document
Level &
Sentence

Level

Table 3.7: Classification algorithms for the third research question with
their corresponding text representation techniques, the corpus used to
train them, the type of training (clustered or non clustered ) and the

evaluation strategies.
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This chapter describes in detail how the data is collected, which preprocessing tech-
niques are applied to the data in order to make it fit for the machine learning
algorithm to learn, how data is resampled, how it is clustered and what the details
are of the architecture of the models and which evaluation strategies are applied.
This chapter also contains detail about all the tools and libraries that are used for
completing the above-mentioned tasks.

4.1 Data Collection
To begin with the implementation, the first step is to obtain the data. Obtaining
the data is particularly challenging as these summaries are frequently changing, so
scraping the data at different times may result in the different assignment of a single
document in different categories. Also, another challenge is that when documents
for English and German are scraped separately, it happens quite often that some
of the documents from one of the language are missing. Due to these challenges, a
carefully crafted scraper which scrapes the data only if the documents from both of
the languages are available is used. This, in turn, added a time overhead.

For scraping the data, the Python library urllib1 is used, this library scrapes the
HTML data out of the desired web pages. Then Python library Beautiful Soup2

is used on the data collected from the web pages to parse the HTML content and
produce a simple text document. During the parsing of the data, the corresponding
label of the document is also parsed in order to complete the training dataset. First,
the title of the document is scraped. Then all the HTML elements of the web page
are removed to construct the text document. A new folder with the name of the
category that is the label of the document is then used to store the documents of
that class, and each document is given the corresponding title as the name of the
file.

The EUR-Lex data set is an imbalanced dataset. That is the number of instances
across the classes is not even as shown in Figure 4.1.

1https://docs.python.org/3/library/urllib.html
2https://www.crummy.com/software/BeautifulSoup/bs4/doc/
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Figure 4.1: Document Distribution of EUR-Lex summaries

4.2 Data Cleaning

The preprocessing involves removing of punctuation, numbers, currency symbols as
they do not contribute anything in the classification process. Then the next step is
to normalize the text, and this step is necessary because of the inflection added due
to the modification of words. Lemmatization is used here to normalize the text. As
the last step, stop words from both the languages are removed because, they also do
not contribute anything, and they increase the training time of the algorithm. For
the German language, umlauts - ä, ö and ü are converted into their base form that
is ä to ae, ö to oe and ü to ue. There were other Unicode characters which were
also removed.

Following are the steps in which the preprocessing is done.

1. As a first step, stop words are removed.

2. The next step is to lemmatize the words.
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3. In the next step other unnecessary symbols are removed. For example, § is the
symbol of a paragraph and is extensively used in the legal text. The symbol •
is also another example.

4. In this step numbers and punctuation are removed.

5. Conversion of umlauts to its base form.

The order of the steps is also essential as it will help in reducing the overload on
some of the processes. For example, when the stop words are removed in the first
step, then the lemmatizer would not have to go through those words, and that will
decrease the time taken to process the text.

For removing the stop words the Python library NLTK 3 (Natural Language Toolkit)
is used. It provides stop words in both English and German language. To lemmatize
the words the spaCy4 library is used for both the languages. To remove unnecessary
symbols, custom functions are written. Number removal and conversion of umlauts
were also done using custom functions.

4.3 Clustering

To cluster the data using the K-means algorithm, first, the value of k is obtained us-
ing the Silhouette score (see Section 2.4.2.1) and Elbow Analysis (see Section 2.4.2.2).

Silhouette score and elbow analysis is computed using the scikit-learn5 library. First
the documents from English corpus are converted into TF-IDF vectors using the
scikit-learn library. These TF-IDF vectors are then used for training 8 k-means
cluster which produces the cluster assignments for each value of k. The value 8
is heuristic as having more than 8 clusters would not be feasible in the context of
the amount of resources required for training the classifiers for these clusters and
also, dividing data into more than 8 clusters would leave less data for classification
in those clusters. The cluster assignments are then used along with the TF-IDF
matrix to find the silhouette score. The highest value of the silhouette score means
better the assignment of the clusters (see Section 2.4.2.1)

The values of the silhouette score obtained for EUR-Lex summaries are listed below
in the Table 4.1

And the elbow analysis for the same is shown in the Figure 4.2, which indicates that
the data should be divided into 2 clusters. The silhouette score is high at 2 clusters,
that means that other values of k will not model the data significantly better.

After obtaining the value of k = 2 for the number of clusters, the next step is to
apply constrained k-means clustering, for this an open source implementation of
constrained k-means is used here called as COP-Kmeans6 [Bab17].

3https://www.nltk.org/
4https://spacy.io/
5https://scikit-learn.org/stable/
6https://github.com/Behrouz-Babaki/COP-Kmeans
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k Silhoutte score
2 0.05693
3 0.04417
4 0.04749
5 0.05515
6 0.05480
7 0.05647
8 0.05537

Table 4.1: Silhouette scores for 8 values of k

Figure 4.2: Elbow analysis validating the value of k at 2

The COP-Kmeans requires the dataset (TF-IDF matrix of the corpus), the value of
k, and two lists of constraints (must-link and cannot-link). As mentioned already, no
prior information is available for the cannot-link constraints; hence, only must-link
constraints are applied.

The Table 4.2 shows the cluster assignments of all the 32 categories of the EUR-Lex
summaries obtained after applying COP-K-means with k = 2.
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Class Label Cluster Assignment
Agriculture 1

Audiovisual and Media 1
Budget 2

Competition 1
Consumers 1

Culture 2
Customs 2

Development 2
Economic and Monetary Affairs 2

Education Training Youth 2
Employment and Social Policy 1

Energy 1
Enlargement 2
Enterprise 1

Environment 1
External Relations 2

External Trade 2
Fight Against Fraud 2

Food Safety 1
Foreign and Security Policy 2

Human Rights 2
Humanitarian Aid 2

Information Society 1
Institutional Affairs 2

Internal Market 1
Justice Freedom Security 2

Maritime Affairs and Fisheries 2
Public Health 1

Regional Policy 2
Research Innovation 2

Taxation 1
Transport 1

Table 4.2: Assignment of EUR-Lex summaries into clusters
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4.4 Data Resampling

The method behind the resampling of the dataset is to loop over the dataset one by
one to find duplicate documents. When a duplicate document is found, we check the
labels of all the duplicate documents and compare the total number of samples in
all the labels for which the duplicate documents are found. We remove the duplicate
instance from the class containing the most number of samples. This method is time
consuming as the number of loops the algorithm goes through before finishing is n
x n where n is the number of documents.

To make the algorithm more efficient, first, the total number of samples is counted.
Then, a list of non-duplicate documents without the labels is created. The generated
list is then used to iterate over all the duplicate documents, by comparing every
document and storing the corresponding labels of the duplicate document. After
a single document from the non duplicated list completes iterating over all the
duplicate documents, the labels of the duplicated documents are checked for their
class distribution, and then the duplicated document is removed from the majority
class. Also, if a duplicate document is found in the same class, then only one is kept,
and the other is removed.

The pseudo code for the above-mentioned algorithm where x is a list of non du-
plicated documents. xd is the list with duplicated documents and yd contains the
corresponding labels for the xd as shown in Algorithm 1

Algorithm 1 Resampling Algorithm

1: for all labels L in yd do
2: dist← Counter(L )
3: end for
4: for i = 1 : count(x) do
5: xi ← x[i]
6: for j = 1 : count(xd, yd) do
7: xj ← xd[j]
8: yj ← yd[j]
9: if xi == xj then

10: tmp list← yj
11: end if
12: end for
13: if len(tmp list) == 1 then
14: `← tmp list
15: else
16: for k = 1 : count(tmp list) do
17: `← min(dist[temp list[k]])
18: end for
19: end if
20: xi → doc {Resampled document data}
21: `→ labels {Labels for the resampled document data}
22: end for
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Table 4.3 shows the total number of documents in the original dataset and the
number of documents after the resampling technique is applied.

Category Original Resampled
Agriculture 116 90
Audiovisual and Media 23 18
Budget 25 25
Competition 49 47
Consumers 153 125
Culture 21 21
Customs 42 39
Development 96 63
Economic and Monetary Affairs 160 149
Education Training Youth 117 102
Employment and Social Policy 283 174
Energy 98 74
Enlargement 77 64
Enterprise 58 56
Environment 274 134
External Relations 84 59
External Trade 63 56
Fight Against Fraud 49 31
Food Safety 169 108
Foreign and Security Policy 54 49
Human Rights 31 35
Humanitarian Aid 43 30
Information Society 170 149
Institutional Affairs 141 128
Internal Market 465 234
Justice Freedom Security 346 223
Maritime Affairs and Fisheries 103 90
Public Health 52 52
Regional Policy 61 58
Research Innovation 61 55
Taxation 39 39
Transport 201 139

Table 4.3: Distribution of number of samples before and after
resampling

4.5 Training the Word Vectors

The model used in the creation of the word vectors is a neural network, and neural
networks are data hungry as it requires a lot of data to train them properly. As
a result, another domain-specific dataset is used in this experiment because the
data from the summaries used for classification is small. Hence, the whole EUR-
Lex dataset was used as it contains 19,348 documents mostly consisting regulations,
decisions and directives of European Union [LMF10].
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4.5.1 Training Cross Lingual Word Embedding

We are the technique suggested by Duong et. al [DKM+16] (see Section 2.9.3)
to train bilingual domain-specific word embeddings. The dataset used for training
the domain-specific word embeddings is the EUR-Lex dataset, as the dataset used
for classification (EUR-Lex summaries) is less compared to the EUR Lex dataset.
For creating a bilingual dictionary, the EuroVoc thesaurus [SPH02] provided by
the Publication office of the European Union is used. It is available in 24 official
languages recognized by the European Union. This thesaurus is domain-specific
hence it does not involve common words that might occur in the documents. Due to
this reason, this thesaurus is combined with bilingual dictionaries that are available
from Facebook MUSE [CLR+17]. These bilingual dictionaries were created using
Facebook’s internal translation tools. The authors claim that these dictionaries
handle the polysemy of the words better then other bilingual dictonaries available.
This combined bilingual dictionary with the original EUR-Lex dataset is used to
create the legal domain-specific bilingual word embeddings.

Monolingual word embeddings for training BiLSTMs are trained using the Skip-
gram method with Fasttext7[GLF+09] tool. These embeddings were also trained on
the the EUR-Lex corpus. These monolingual word embeddings are in English and
German language and are in 300 dimensions.

For training general-purpose bilingual word embeddings we again Fasttext which
provides word embeddings in 157 languages trained on Wikipedia8 and Common
Crawl9 data using the Continuous bag-of-words model in 300 dimensions. The word
embeddings for multiple languages cannot be combined together because they belong
in different vector spaces. Facebook’s MUSE10 [CLR+17] with the help of parallel
dictionaries is used to align both word embeddings (English and German) into a sin-
gle vector space. Upon alignment, both the embeddings can be simply concatenated
and can be used for classification purpose. These word embeddings are created from
various sources, it contains text from various domains and hence they are being used
as general-purpose word embeddings.

4.6 Architecture and Training

This section describes in detail the specifics of the architectures of the algorithms
used for all the three questions mentioned in Section 3.3.

Before beginning to train the models, it is necessary to divide the dataset into a
training set and a testing set. Generally, 70% of the data is for training purposes,
and 30% to evaluate the model. This division is stratified, which means that the
class distribution in training and testing set will remain almost equal. The stratified
division ensures that there are enough examples for each class in training, and test
phase of the model.

7https://fasttext.cc/docs/en/cr awl-vectors.html
8https://www.wikipedia.org/
9http://commoncrawl.org/

10https://github.com/facebookresearch/MUSE
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Neural network-based classification models are prone to overfitting [Pre98]. An
overfitted model will perform well on the training data but fail to perform well on
the testing data. To put it simply, while training the error on the training set will
keep on decreasing with, the error on the unseen data starts getting worse. To avoid
this situation regularization techniques such as Dropout, L1 and L2 regularization
and early stopping are used.

Dropout and L1, L2 regularization are explicit regularization techniques, that is
they explicitly reduce the model complexity. In Dropout regularization techniques,
during the training, a fraction of randomly selected neurons are ignored. Hence, their
activation contribution to the forward pass and weight updates are removed. While
Dropout regularization reduces the model complexity by removing randomly selected
neurons during training, L1 and L2 regularization reduce the model complexity by
imposing a penalty to the weight of all the features and features with non zero
weights respectively.

On the other hand, the early stopping regularization is implicit which does not
affect the complexity of the model directly [ZBH+16]. Early stopping monitors the
training process and halts it once the performance of the model starts degrading. It
does so by monitoring the performance of the classifier on the validation data.

Dropout, L1 - L2 regularization, and early stopping can be configured in keras while
building the model. During the training, we split 30% of training data for validation
purpose so that there is no need for splitting validation data at the time when we
split the dataset into training and testing set.

4.6.1 First Research Question

In the first research question SVMs are compared to BiLSTMs. When using an
SVM algorithm, we do not know beforehand the value of C. To find that out, we
need some kind of selection mechanism. The aim is to find out the value of C such
that it can predict accurately on unknown data. One method of finding the value of
C is called Grid Search Cross Validation (Grid Search CV). This method is straight
forward; first, we select the number of values of C, then we divide the training set
into n equal-sized subsets. Then we train the SVM using one value from C on the
n − 1 subset and predict on the one left subset, we repeat this process until every
instance of the training set is predicted once for every value of C.

This process is computationally expensive as each subset will be trained on every
value of C. We used the following values of C (0.001,0.01, 0.1,1,10,100).

To train the SVM, a TF-IDF matrix of the English corpus is created using the
scikit-learn python library and then this TF-IDF matrix is used to train a linear
SVM from the same scikit-learn library.

The SVM is compared against two BiLSTM models, one without clustered data
on single language (English) and one with clustered data (English and German).
The technique used for training both SVM and BiLSTM is different, while SVM is
trained on whole documents, BiLSTMs are trained on sentences created using the
sliding window technique (see Section 2.11, Section 3.3.1). The Figure 4.3 shows the
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architecture of the BiLSTM model trained on English corpus with all the 32 classes.
The BiLSTM models are created using the Keras11 Python library.

The hyperparameters for the BiLSTM trained on the English corpus without clus-
tered data is listed in Table 4.4.

Hyperparameter Value
Sentence Size 30 words

Batch Size 32
Embedding Dimension 200

Hidden 1 Size 40
Hidden 2 Size 40

Dropout 1 0.5
Dropout 2 0.5

l2 regularization 1 0.04
l2 regularization 2 0.01

Learning Rate 0.001

Table 4.4: Hyperparameter of BiLSTM for training English language
corpus without clustered data

Figure 4.3: Architecture of BiLSTM for training English language
corpus without clustered data

11https://keras.io/
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The hyperparameters for training the BiLSTMs on clustered data are exactly the
same to the one without clustered data trained on English language Table 4.4.

The architecture for the BiLSTM trained on cluster 1 and cluster 2 data is shown
in Figure 4.4.

Figure 4.4: Architecture of BiLSTM for training English and German
language corpus on cluster 1 and cluster 2 data.
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4.6.2 Second Research Question

In the second question general-purpose embeddings are compared to word embed-
dings created using the EUR-Lex corpus (see Section 4.5.1).

Both the approaches using the general-purpose resource and the domain-specific
resources, use a BiLSTMs trained on clustered data to see the effect of clustering,
similar to the BiLSTMs in Section 4.6.1 The hyperparameters for both approaches is
listed in Table 4.5 for general-purpose embeddings and Table 4.6 for domain-specific
embeddings.

Hyperparameter Value
Sentence Size 30 words

Batch Size 32
Embedding Dimension 300

Hidden 1 Size 40
Hidden 2 Size 40

Dropout 1 0.5
Dropout 2 0.5

l2 regularization 1 0.04
l2 regularization 2 0.01

Learning Rate 0.001

Table 4.5: Hyperparameters of the BiLSTM for training on English and
German language with clustered data using general-purpose word

embeddings created using Facebook’s MUSE python library

Hyperparameter Value
Sentence Size 30 words

Batch Size 32
Embedding Dimension 200

Hidden 1 Size 40
Hidden 2 Size 40

Dropout 1 0.5
Dropout 2 0.5

l2 regularization 1 0.04
l2 regularization 2 0.01

Learning Rate 0.001

Table 4.6: Hyperparameter of the BiLSTM for training on English and
German language with clustered data using domain-specific word

embeddings created from EUR-Lex dataset

The only difference between the training parameters of both the approaches are the
embedding dimensions; the general-purpose embedding is in 300 dimensions whereas
the domain-specific embedding is in 200 dimensions. The reason for this difference is
that aligning two embeddings in a single vector space is a computationally inexpen-
sive task, then learning the embedding from scratch for two languages. Decreasing
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the dimensions will result in the reduction of training time, and hence the dimension
of domain-specific word embeddings are 100 less than general-purpose embeddings.

The architecture for the BiLSTM trained using general-purpose and domain-specific
word embeddings is shown in Figure 4.5

Figure 4.5: Architecture of the BiLSTM for training on an English and
German language corpus on clustered data using general-purpose word

embeddings aligned using Facebook’s MUSE.
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Figure 4.6: Architecture of the BiLSTM for training on an English and
German language on clustered data using domain specific embeddings

trained on the EUR-Lex dataset.

For evaluating the predictions, each document is divided into sentences using the
same sliding window technique used to create the training data, then predictions are
stored for every sentence of a document, and the predictions are summed up, and
the class with the highest value is considered the predicted class of the document.

4.6.3 Third Research Question

The third question evaluates the capability of training multiple languages in a single
BiLSTM model compared to training different models for different languages. For
this purpose two models, one for the English and another for the German language
will be compared to a single model trained on both the English and the German
language together.

The hyperparameters and architecture for all the models are the same to ensure a
fair comparison. The hyperparameters are for this question listed in Table 4.7 and
the architecture for this question is shown in Figure 4.7.
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Hyperparameter Value
Sentence Size 30 words

Batch Size 32
Embedding Dimension 200

Hidden 1 Size 40
Hidden 2 Size 40

Dropout 1 0.5
Dropout 2 0.5

l2 regularization 1 0.04
l2 regularization 2 0.03

Learning Rate 0.001

Table 4.7: Hyperparameters of the BiLSTM for training on the English
and the German language without clustered data and trained on both

languages separately and together.

Figure 4.7: Architecture of the BiLSTM for training on the English and
the German language without clustered data and trained on both

languages together and separately.
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5. Evaluation

Evaluating a classification algorithm also known as classification model is necessary
to find how competent the algorithm is on data it has never seen. The classification
model generates probabilities when predicting unobserved data.

5.1 Experimental Setup

Most of the experiments are carried out on Google Colab which is a free Google
service that provides Jupyter notebooks with Python environment that stores the
notebooks on Google Drive. It provides a GPU (Graphics Processing Unit) or TPU
(Tensor Processing Unit) and has pre-installed various popular machine learning and
deep learning frameworks. The exact detail of the system is listed in the Table 5.1.

Hardware Specifications
CPU 2vCPU Intel(R) Xeon(R) Processors @2.20Ghz
GPU 1xTesla K80 12GB(11.439GB Usable) GDDR5 VideoRAM
TPU Google’s custom developed application-specific integrated circuits
RAM 12GB
DISK 358.27 GB

Table 5.1: Hardware specification for the experimental setup

All the experiments are performed using Python 3 environment. Scikit-learn, an
open source machine learning library in Python is used here for data processing and
training the SVM. For the BiLSTMs, Keras an open source neural network library
written in Python is used with a Tensorflow backend.

The packages, their version numbers and the description of the packages are listed
below in Table 5.2
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Package Name Version Number Description

scikit-learn 0.20.3

An open source machine learning
library for data mining and data

analysis.

keras 2.2.4

An open source neural network
library for fast prototyping, uses
likes of Tensorflow or Theano.

tensorflow 1.13.1

An open source software library
for numerical computation using

data flow graphs.

beautifulsoup4 4.6.3
A python library for parsing
HTML and XML documents.

matplotlib 3.0.3
A python library for plotting and

visualization.

nltk 3.2.5
A python library for statistical
Natural Language Processing.

seaborn 0.7.1
A python library for statistical

data visualization.

spacy 2.0.18

An open-source software library
for advanced Natural Language

Processing.

numpy 1.14.6

An python library for creating
and manipulating, large and
multiple dimensional arrays.

scipy 1.1.0
An python library for scientific

and technical computing.

Fasttext 0.2.0
An python library for training

word vectors.

MUSE NA
A library for aligning word

vectors into a single vector space.

XlingualEmb NA
A library for learning bilingual

word vectors.

Table 5.2: List of packages used

5.2 Evaluation Approach
For evaluation, initially 70% of data is used for training the classification models, and
then 30% of the data is used for evaluating it. The evaluation is done on sentence
level and on document level Section 3.3.1 using performance evaluation matrices de-
scribed in Section 2.12. The evaluation of each question will go in detail about the
performance of each classification model. Beside the described performance evalua-
tion matrices, as the dataset used for training is an imbalanced one, the evaluation
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will also go into the details about the performance of the classifiers on each class
in order to get better insights of how well it is performing for the underrepresented
classes (the minority classes).

5.2.1 Evaluation for the first research question

The first research question compares the performance of SVM and BiLSTM trained
on the English corpus. It also evaluates the classification performance of the BiLSTM
trained on unclustered bilingual corpora compared with the one trained on clustered
bilingual corpora.

Before training the SVM, we had to find the value of C, which we found to be 1
among all other values.

The Figure 5.1 shows the Micro-average and Figure 5.2 shows the Macro-average
performance of different classifiers evaluated on sentence and document level. The
results of the algorithm trained on clustered data are averaged together as mentioned
in Section 3.3.1
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Figure 5.1: Micro-averaged Precision, Recall and F1-Score of SVM and
BiLSTM in different configurations. The first suffix D or S indicates
evaluation on document or sentence level respectively, the second suffix
E or D represents the language of the corpus used respectively. The third
suffix N or C indicates non clustered and clustered respectively.

Figure 5.1 shows that the performance of the SVM is better than BiLSTM when
trained only on English corpus on document level. The result of the same BiLSTM
when evaluated on a sentence level is less compared to when evaluated on document
level. The results on the sentence level are significantly lower compared to the results
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Figure 5.2: Macro-averaged Precision, Recall and F1-Score of SVM and
BiLSTM in different configurations. The first suffix D or S indicates
evaluation on document or sentence level respectively, the second suffix
E or D represents the language of the corpus used respectively. The third
suffix N or C indicates non clustered and clustered respectively.

on the document level. This behavior can be further explained by considering an
example document which is categorized in class A and contains three sentences. As
described in the Section 2.11 all the three sentences of this document will have the
same class as the document.

Sentence
Identifier

Prediction
Score of each
class, [Class
A, Class B]

True class
Predicted

class

Sentence I [0.9, 0.1 ] A A

Sentence II [0.49, 0.51] A B

Sentence III [0.45, 0.55] A B

Summation of
prediction score

for the whole
document

(normalized)

[0.62 , 0.38] A A

Table 5.3: Document with three sentences, prediction score for each class,
true class and predicted class
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From the Table 5.3, we can see that the predicted score of Sentence I for class A is
0.9 and for class B is 0.1, hence it is predicted in class A but for Sentence B and
Sentence C although they belong to class A they are predicted in class B since the
classifier was uncertain about the decision. However, when we combine the predicted
score for all the classes from all the sentences and normalize them, the overall score
for the document is higher for class A, so the precision of the above classifier on
sentence level will be 1

3
= 0.33 and on document level the precision is 1

1
= 1 and

therefore when evaluating on document level, the performance matrices are better.

The Table 5.4 shows the class-wise precision, recall and F1-Score values for BiLSTM
trained on English and German corpus with clustering and without clustering.

The effect of clustering is also evident from Figure 5.1 and Figure 5.2. The spe-
cialization advantage of clustering improves the classification performance on the
document level as well as on the sentence level. Also, we can see that the micro-
average f1-score for non clustered data in BiLSTM on the bilingual corpus is higher
than macro-average values, this indicates that the performance of the classifier on
minority classes on clustered data is better than non clustered data. This can be
confirmed by looking at the class-wise precision, recall and f1-score values in the Ta-
ble 5.4 for class Audiovisual and Media and Culture which has 18 and 21 instances,
respectively (see Table 4.3).

The micro-average values for precision, recall and f1-score in Figure 5.1 are the same
for each classifier. Hence, the calculation of the micro-average precision, recall and
f1-score for BiLSTM-D-ED-C cluster 1 is done in Section A.2 to confirm that it is
indeed the same.
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Category PLSTM RLSTM FLSTM PLSTM-C RLSTM-CFLSTM-C

Agriculture 0.74 0.78 0.76 0.90 0.86 0.88
Audiovisual and Media 0.00 0.00 0.00 1.00 0.10 0.18
Budget 0.90 0.45 0.60 0.78 0.70 0.74
Competition 0.90 0.63 0.75 0.96 0.83 0.89
Consumers 0.54 0.54 0.54 0.59 0.65 0.62
Culture 0.00 0.00 0.00 0.93 1.00 0.97
Customs 0.78 0.47 0.58 0.64 0.70 0.67
Development 0.45 0.81 0.57 0.64 0.83 0.72
Economic and Monetary Affairs 0.85 0.93 0.89 0.95 0.87 0.91
Education Training Youth 0.64 0.94 0.77 0.86 0.94 0.90
Employment and Social Policy 0.68 0.83 0.75 0.71 0.88 0.79
Energy 0.71 0.71 0.71 0.97 0.64 0.77
Enlargement 0.70 0.44 0.54 0.76 0.59 0.67
Enterprise 0.44 0.15 0.23 0.65 0.42 0.51
Environment 0.69 0.82 0.75 0.70 0.84 0.76
External Relations 1.00 0.23 0.37 0.92 0.55 0.69
External Trade 0.53 0.61 0.57 0.61 0.71 0.66
Fight Against Fraud 1.00 0.25 0.40 0.53 0.50 0.52
Food Safety 0.90 0.82 0.86 0.93 0.82 0.87
Foreign and Security Policy 0.65 0.54 0.59 0.62 0.83 0.71
Human Rights 1.00 0.12 0.22 0.59 0.71 0.64
Humanitarian Aid 1.00 0.29 0.44 0.67 0.57 0.62
Information Society 0.54 0.72 0.62 0.71 0.84 0.77
Institutional Affairs 0.62 0.60 0.61 0.67 0.65 0.66
Internal Market 0.62 0.70 0.66 0.72 0.75 0.74
Justice Freedom Security 0.53 0.86 0.66 0.81 0.67 0.74
Maritime Affairs and Fisheries 0.91 0.80 0.85 0.94 0.91 0.92
Public Health 1.00 0.39 0.56 0.86 0.43 0.58
Regional Policy 0.88 0.50 0.64 0.72 0.86 0.78
Research Innovation 0.71 0.43 0.53 0.60 0.96 0.74
Taxation 0.94 0.54 0.68 0.95 0.71 0.82
Transport 0.67 0.81 0.73 0.76 0.86 0.81

Table 5.4: Class-wise precision (P) and recall (R) and F1-Score (F) for
the BiLSTM (denoted as LSTM for readability) trained on English and
German corpus evaluated on document level. The suffix C indicates the
results for clustered data. The best precision, recall and f1-scores among
both the classifiers is highlighted in blue, red and green respectively. If
the values across both the classifiers are same it not highlighted.
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5.2.2 Evaluation for the second research question

In the second research question the effects of general-purpose resources such as word
embeddings for the classification of the legal domain-specific task are investigated.
All the classification models are trained on English and German Corpora with clus-
tering.

The Figure 5.3 show the micro-average precision, recall, and f1-score values and
Figure 5.4 shows the macro-average precision, recall and f1-score values of different
hierarchical classifiers trained on English and German bilingual corpora and evalu-
ated on sentence and document level.
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Figure 5.3: Micro-average Precision, Recall and F1-Score of the BiL-
STM trained with general-purpose embeddings and domain-specific em-
beddings. The first suffix S or D indicates the evaluation on sentence or
document level, the second suffix D or G represents the domain-specific
or general-purpose word embeddings used in the models. The third suffix
F or T indicates the status of embedding training, F represents Frozen
and T stands for Trainable.

From Figure 5.3 and Figure 5.4 it is quite evident that domain-specific word embed-
dings perform notably better than the general-purpose word embeddings. BiLSTM-
D-ED-C-F is the model with a domain-specific embedding and has the embedding
layer frozen, which means that the embedding layer’s weights are not updated during
the training of the network. BiLSTM-G-ED-C-F is the model with frozen general-
purpose word embeddings, similar to the previous model; the weights of this model
are not updated. BiLSTM-G-ED-C-T is the model with trainable general-purpose
word embeddings, unlike the previous two models, in this model we allow the model
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Figure 5.4: Macro-average Precision, Recall and F1-Score of BiLSTM
trained with general-purpose embeddings and domain-specific embed-
dings. The first suffix S or D indicates the evaluation on sentence or
document level, the second suffix D or G represents the domain-specific
or general-purpose word embeddings used in the models. The third suffix
F or T indicates the status of embedding training, F represents Frozen
and T stands for Trainable.

to update the weights of the embeddings. This was necessary to evaluate as the
general-purpose embeddings are trained on text from sources like Wikipedia or news
article, which are not as complex in style and structure compared to legal text. This
is the reason as to why it outperformeds the model whose embedding weights were
frozen.

The classification models BiLSTM-S-G-F and BiLSTM-D-G-F shown in Figure 5.3
and Figure 5.4 performed the worst. They overfitted on the data and did predicted
everything to a single class. One of the reasons for this performance could be that
the embedding matrix was never updated. As mentioned above that the general-
purpose word embeddings use a free text corpus such as Wikipedia and News articles,
which contains information about multiple domains. Hence, when these embeddings
were trained on Wikipedia and the News article corpus, the semantics captured are
different from the ones that are specifically trained on the legal corpus. One example
of this can be seen in an Image Recognition task when applying transfer learning;
it is advisable that the dataset for prediction or classification task being performed
should be similar to the ones we are doing transfer learning from [IS18].

Another reason is that general-purpose word embeddings do not contain specialized
words that are used in the legal domain. The EUR-lex summaries of English and
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German corpus for cluster 1 data contain 43339 words and when the embedding ma-
trix is created only 20310 words are found in the general-purpose embedding. That
is only half of the words. So training the general-purpose embeddings is necessary
to get better performance which can be seen from the Figure 5.4.

The visualization randomly selected 10 words of general-purpose embeddings before
training (which is the visualization of frozen word embeddings) and after training
(which is a visualization of trained word embeddings) is in Section A.3.

The results are comparable. The Table 5.5 shows in detail the class-wise precision,
recall, and f1-score of BiLSTM trained on English and German corpus with the
general-purpose word embeddings and on the domain-specific word embeddings.

As we can see from the Table 5.5 the performance of domain-specific word embed-
dings is better in general compared to the general-purpose embeddings. For the
class Audiovisual and Media, general-purpose embeddings do not classify a single
document.
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Category PLSTM-D RLSTM-D FLSTM-D PLSTM-G RLSTM-G FLSTM-C

Agriculture 0.90 0.86 0.88 0.82 0.80 0.81
Audiovisual and Media 1.00 0.10 0.18 0.00 0.00 0.00
Budget 0.78 0.70 0.74 0.67 0.20 0.31
Competition 0.96 0.83 0.89 0.89 0.83 0.86
Consumers 0.59 0.65 0.62 0.65 0.65 0.65
Culture 0.93 1.00 0.97 1.00 0.50 0.67
Customs 0.64 0.70 0.67 0.94 0.53 0.68
Development 0.64 0.83 0.72 0.64 0.81 0.72
Economic and Monetary Affairs 0.95 0.87 0.91 0.90 0.95 0.93
Education Training Youth 0.86 0.94 0.90 0.91 0.94 0.92
Employment and Social Policy 0.71 0.88 0.79 0.71 0.86 0.78
Energy 0.97 0.64 0.77 0.98 0.71 0.82
Enlargement 0.76 0.59 0.67 0.65 0.62 0.63
Enterprise 0.65 0.42 0.51 0.64 0.35 0.45
Environment 0.70 0.84 0.76 0.80 0.89 0.84
External Relations 0.92 0.55 0.69 0.68 0.59 0.63
External Trade 0.61 0.71 0.66 0.72 0.46 0.57
Fight Against Fraud 0.53 0.50 0.52 0.83 0.31 0.45
Food Safety 0.93 0.82 0.87 0.84 0.87 0.85
Foreign and Security Policy 0.62 0.83 0.71 0.79 0.62 0.70
Human Rights 0.59 0.71 0.64 0.89 0.33 0.48
Humanitarian Aid 0.67 0.57 0.62 1.00 0.57 0.73
Information Society 0.71 0.84 0.77 0.76 0.90 0.82
Institutional Affairs 0.67 0.65 0.66 0.55 0.80 0.65
Internal Market 0.72 0.75 0.74 0.74 0.80 0.77
Justice Freedom Security 0.81 0.67 0.74 0.69 0.89 0.78
Maritime Affairs and Fisheries 0.94 0.91 0.92 0.87 0.89 0.88
Public Health 0.86 0.43 0.58 0.92 0.52 0.67
Regional Policy 0.72 0.86 0.78 0.81 0.90 0.85
Research Innovation 0.60 0.96 0.74 0.79 0.79 0.79
Taxation 0.95 0.71 0.82 0.95 0.64 0.77
Transport 0.76 0.86 0.81 0.82 0.89 0.85

Table 5.5: Class-wise precision (P) and recall (R) and F1-Score (F) for
BiLSTM-D-ED-C-T (represented with suffix LSTM-D) and BiLSTM-D-
ED-C-T (represented with suffix LSTM-G) on evaluated on the document
level. The best precision, recall and f1-scores among both the classifiers
are highlighted in blue, red and green respectively. If the values across
both the classifiers are the same they are not highlighted.
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5.2.3 Evaluation for third research question

The third research question investigates the effect of having a multilingual parallel
corpus on the classification task. A multilingual parallel corpus here means having
different language documents for a predefined category.

As described in Figure 3.3 two BiLSTMs classification models, one trained with
the English corpus and other trained with the German corpus are compared with a
single BiLSTM classification model trained on an English and German corpus.

B
iL

S
T

M
-S

-E
-N

B
iL

S
T

M
-D

-E
-N

B
iL

S
T

M
-S

-D
-N

B
iL

S
T

M
-D

-D
-N

A
V

G
-B

iL
S
T

M
-S

-E
D

-N

A
V

G
-B

iL
S
T

M
-D

-E
D

-N

B
iL

S
T

M
-S

-E
D

-N

B
iL

S
T

M
-D

-E
D

-N

0

0.2

0.4

0.6

0.8

1

0.
4

0.
65

0.
36

0.
65

0.
38

0.
65

0.
44

0.
67

0.
4

0.
65

0.
36

0.
65

0.
38

0.
65

0.
44

0.
67

0.
4

0.
65

0.
36

0.
65

0.
38

0.
65

0.
44

0.
67

M
ic

ro
-a

ve
ra

ge
va

lu
es

Precision Recall F1-Score

Figure 5.5: Micro-average Precision, Recall and F1-Score for the BiL-
STM. The first suffix specifies the method of evaluation (S = Sentence
and D = Document), the suffix second E, D or ED specifies the lan-
guage of the corpus, English, German or both English and German re-
spectively. The second suffix N represents that model is trained on non
clustered data. AVG-BiLSTM-ED-N represents the average score from
BiLSTM-E-N and BiLSTM-D-N

Figure 5.5 shows the micro-average precision, recall, and f1-scores indicate that em-
ploying a single classifier for the bilingual corpus is slightly better than two different
classifiers for two different languages. Figure 5.6 also confirms the above mentioned
statement. One explanation for the better performance of the bilingual classifier
is that it has more examples to learn from than the previous case. C.-P. Wei et
al. showed that polylingual data could be used to increase the performance of a
classifier [WYL+14].
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Figure 5.6: Macro-average Precision, Recall and F1-Score for BiLSTM.
The first suffix specifies the method of evaluation (S = Sentence and D
= Document), the suffix second E, D or ED specifies the language of the
corpus, English, German or both English and German respectively. The
second suffix N represents that model is trained on non clustered data.
AVG-BiLSTM-ED-N represents the average score of BiLSTM-E-N and
BiLSTM-D-N

The class-wise precision, recall, and f1-scores of classifiers AVG-BiLSTM-ED-N and
BiLSTM-ED-C are shown in Table 5.6

The effects of having multiple languages for training are clear from the Table 5.6. For
classes Budget the classifier with a single language in training did not predict a single
sample during testing. However, when another language is added to the training
data, classification shows signs of improvement. The improvement is significant in
case of class Budget when for a classifier with a single language the precision, recall
and f1-score was 0.00 and for bilingual classifier the precision, recall, and f1-score is
0.90, 0.45 and 0.60, respectively. However, for the class Culture this is opposite, the
bilingual classifier was unable to predict any sample from that class whereas on the
other hand the monolingual classifiers did classify with precision, recall and f-score
values of 0.57, 0.62, 0.60.
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Category PLSTM-A RLSTM-A FLSTM-A PLSTM-B RLSTM-B FLSTM-B

Agriculture 0.65 0.82 0.72 0.74 0.78 0.76
Audiovisual and Media 0.00 0.00 0.00 0.00 0.00 0.00
Budget 0.00 0.00 0.00 0.90 0.45 0.60
Competition 0.50 0.16 0.25 0.90 0.63 0.75
Consumers 0.57 0.62 0.60 0.54 0.54 0.54
Culture 0.61 0.57 0.53 0.00 0.00 0.00
Customs 0.68 0.05 0.58 0.78 0.47 0.58
Development 0.60 0.77 0.67 0.45 0.81 0.57
Economic and Monetary Affairs 0.91 0.93 0.92 0.85 0.93 0.89
Education Training Youth 0.77 0.88 0.82 0.64 0.94 0.77
Employment and Social Policy 0.62 0.78 0.69 0.68 0.83 0.75
Energy 0.76 0.61 0.67 0.71 0.71 0.71
Enlargement 0.53 0.53 0.53 0.70 0.44 0.54
Enterprise 0.19 0.23 0.20 0.44 0.15 0.23
Environment 0.62 0.80 0.70 0.69 0.82 0.75
External Relations 0.73 0.36 0.48 1.00 0.23 0.37
External Trade 0.47 0.64 0.53 0.53 0.61 0.57
Fight Against Fraud 0.40 0.25 0.31 1.00 0.25 0.40
Food Safety 0.95 0.75 0.85 0.90 0.82 0.86
Foreign and Security Policy 0.57 0.50 0.53 0.65 0.54 0.59
Human Rights 1.00 0.25 0.39 1.00 0.12 0.22
Humanitarian Aid 1.00 0.36 0.52 1.00 0.29 0.44
Information Society 0.62 0.68 0.65 0.54 0.72 0.62
Institutional Affairs 0.48 0.70 0.56 0.62 0.60 0.61
Internal Market 0.69 0.65 0.67 0.62 0.70 0.66
Justice Freedom Security 0.61 0.85 0.71 0.53 0.86 0.66
Maritime Affairs and Fisheries 0.84 0.81 0.82 0.91 0.80 0.85
Public Health 0.37 0.13 0.20 1.00 0.39 0.56
Regional Policy 0.62 0.55 0.57 0.88 0.50 0.64
Research Innovation 0.46 0.43 0.44 0.71 0.43 0.53
Taxation 0.85 0.57 0.65 0.94 0.54 0.68
Transport 0.65 0.71 0.68 0.67 0.81 0.73

Table 5.6: Class-wise precision (P) and recall (R) and F1-Score (F) for
AVG-BiLSTM-ED-N (represented with suffix LSTM-A) and BiLSTM-
ED-N (represented with suffix LSTM-B) on evaluated on document level.
The best precision, recall and f1-scores among both the classifiers is
highlighted in blue, red and green respectively. If the values across both
the classifiers are same it not highlighted.
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6. Related Work

This chapter regards previous works done in the domain of text classification on
legal text. Then we regard work done using the splitting of data into n clusters and
then the work done in the classification of multilingual text.

We first mention work about multi-class classification on legal text documents and
subsequently general problems of multi-class classification under class imbalance.
An approach for more fine-grained document classification has been proposed by
Mencia et al. who perform multilabel classification on a large scale problem using
EUR-Lex law texts. They predicted 4,000 labels for 19,596 [MF10]. We employ
their published document collection for training our word embeddings. In contrast,
we examine a setting with high-level labels, bilingual documents, class imbalance,
and limited dataset size. Boella et al. added a module in the existing software
(EUNOMOS, a knowledege management software) by classifying pieces of law into
different categories in accordance with labeled data. This classification takes into
account the similarity between laws from different domains, which in turn helps in
the identification of more relevant information.

Maat et al. performed multi-class classification on sentences from Dutch legisla-
tion and compared a machine learning classifier with a pattern-based classifier. The
sentences were created by dividing the document into categories like definition, obli-
gation, repeal, application, and provision which are structural parts of a legal doc-
ument [dMKW+10]. Song et al. performed an analysis of multilingual opinionated
sentences [SLB+07]. We have employed a similar approach of training the classifiers
with sentences created from the documents. Unlike both the approaches, here the
whole document is divided into sentences and is assigned a label that the document
had.

Previous studies on hierarchical text categorization by Ceci et al. have shown how
hierarchical structures can be used to improve the efficiency and effectiveness of
text classification. They have defined a top-down approach where a document is
first classified into a higher-level category (e.g. Science) and then into a lower-level
category (e.g Biology, Chemistry) [CM07]. We are not following the same approach
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but something similar. Instead of classifying the documents into subcategories we
are dividing the dataset into n groups and then employ a root classifier to predict
which of the n classifiers should be invoked in order to predict the given sentence.

Gonalves and Quaresma [GQ10] have shown the benefit of combining multiple SVMs
for several languages and classify international agreements of the European Union.
Their results indicate that encompassing several languages can improve classifier
performance. They set the minimum amount of documents per category to 50, thus
limiting the lack of training documents and class imbalance. This is a restriction
which we did not apply, and another difference is that we use summaries instead
of the longer, original text as inputs for our classifiers to focus on their capability
to handle difficult datasets. C.-P. Wei et al. argued that when the training set
for a single language is small it is less representative of the target semantic space
and a classifier trained on this data set would not yield satisfactory results. They
have shown that adding multilingual data for predefined categories can help in in-
creasing the performance of the classifier [WYL+14]. The dataset we are using is
comparatively less, and it is available in multiple languages in the same predefined
categories. Hence we use those categories to see how well our classifier performs on
a single language and on multiple languages.

Zhang et al. proposed the use of distribution of positive examples in an imbalanced
dataset to dynamically determine a threshold which will bring the number of positive
and negative examples in the dataset close [ZWS13]. This is somewhat similar to
what we have done to resample the dataset. However, contrary to their approach we
are not trying to bring the number of positive and negative sample close; instead,
we are using the number of samples to remove the sample from the majority class.
To conclude the related work, we find multiple aspects of our proposed approaches
and methods in the literature, such as multi-language settings, class-distributional
criteria, ensemble methods and hierarchies.



7. Conclusion, Limitaions and
Future Work

In this chapter, the summary of this thesis and the concluding remarks are presented
in Section 7.1 along with the discussion on some limitations about the approaches
and methods used in this thesis in Section 7.2. Future work is presented in Sec-
tion 7.3.

7.1 Conclusion

This thesis shows that the SVM outperforms the BiLSTM trained on English and
German language in various configurations. However, other characteristics of the
BiLSTM make it viable in situations where there is an abundance of data to train
as the SVMs are not highly scalable compared to the deep learning counterpart.
Also, the BiLSTMs can process multiple languages using a single model; this is
however not the case with SVMs as it would require the use of a language detector
which not only adds processing overload but also can have poor results as the error
by the language detector propagates downwards in the hierarchy. ?? shows that
multilingual input helps the BiLSTM to achieve comparable results to the SVM. It
also concludes that clustering the data affects the performance of the BiLSTM due
to the specialization effect.

The results of the second research question exhibit that general-purpose resources
can perform equivalent to the domain-specific resources on domain-specific tasks
when the weights are allowed to update, however looking closely at the Table 5.5 we
can see that the overall performance of the classifier with general-purpose resources
is quite comparable to the classifier trained on domain-specific embeddings, but
when the classes are underrepresented in the training set, the classifier with domain-
specific embeddings performs better on those classes than the general-purpose em-
beddings. ?? shows that the classifier with a frozen word embedding layer failed to
train correctly and overfitted, the cause for this while looking at the performance
of the classifier with trainable general-purpose word embedding layer, can be due
to the weight updates. The general-purpose word embeddings are trained on data
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from various sources. These sources might contain data from multiple domains,
and the fact that the semantics and syntactics of the language used in the different
fields vary extensively, these word embeddings might not have captured the legal
domain-specific semantics and syntactics. During the training of the word embed-
dings, no new words are added to the vocabulary; hence the difference between the
performance of trainable and not trainable general-purpose word embeddings is due
to the weight update.

From the evaluation of the third research question, it is convincing that a classifier
benefits from multilingual inputs. The improvement might be an attribute of the
fact that the number of samples per class for a monolingual classifier is less compared
to the bilingual classifier. Less training data for the monolingual classifier means
that it has less representation of the target semantic space and adding more samples
in the form of a different language would increase the performance of the classifier.
However on some classes the performance of the monolingual classifier is better than
the bilingual classifier.

7.2 Limitations

During the data resampling phase, exploiting the multi-label property of the dataset,
the documents belonging to more than one category were removed from the class
with the highest number of samples. This process introduces a bias in the training
dataset towards the minority classes. Furthermore, eliminating the samples from
the majority class will reduce the representativeness of that class. This could be
severe in the case where the data point being removed is a unique representation of
the class it is being removed from.

Clustering the data for classification is counter-intuitive. Clustering on one hand
groups similar objects or samples together using some form of distance measure
calculated using instance attributes. Segregating instances based on similarity pro-
duces unfavorable conditions for a classifier to learn patterns to distinguish between
similar instances of a group. To illustrate this hypothesis, we would like to present
an application use case of classifying different brands of beer and cola when the
labels on them are removed. It is apparent to distinguish between a beer bottle and
cola bottle but if we were to cluster them based on alcohol content, then all the beer
bottles will be in a separate cluster, and all the cola bottles will be in a different
group. It would be difficult for a classifier to distinguish between a Heineken beer,
a Budweiser beer, and a Carlsberg beer as the color, and the shape of all these bot-
tles is same. The color and the shape, however, will not be the only features used
for classification but are good enough to make a point. On the other hand, in our
dataset the clustering approach has been effective to solve the classification problem
better than a non-clustering approach

7.3 Future Work

With the abundance of text data available with their labels, it becomes rather easy
to test different approaches to provide a better and target specific solutions for
some problems in text categorization genre. This thesis tries to answer a small
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fraction of those problems. SVMss are thoroughly studied and used in ample of
text categorization problems, but other algorithms such as Naive Bayes classifier
and k-nearest neighbors also have shown to work well with textual data. Similarly,
Convolutional Neural Networks have been demonstrated to outperform BiLSTMss
in many classification tasks.

During the data resampling phase, duplicate samples from the majority class were
removed, and this created a bias towards the minority class. This can be addressed in
the future by having an agnostic evaluation strategy, which considers the multi-label
aspect of the data during the testing phase.

In the case of general-purpose word embeddings, many different algorithms with
their advantages and disadvantages have been shown to perform better than their
predecessors. Google’s multilingual word embedding BERT, Zalando’s Flair and
Allen NLP’s ELMo word multilingual word embeddings are other few general-
purpose word embeddings which can be tested to see if they can perform well for
legal domain specific tasks?

It has been shown during the evaluation that multilingual input helps in the better-
ment of the classifier performance. It would be interesting to know at what point
adding more languages becomes futile when considering training cost versus the
performance increase.
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A. Appendix

A.1 Backpropagation Example

To better understand the backpropagation algorithm mention in Section 2.6.1, con-
sider the following example.

Figure A.1: Basic structure of a neural network with weights and bais
initialized

The goal of backpropagation is the adjust the weights such that the neural network
can correctly map the input to the output. To begin with consider the neural network
in the Figure A.1 with inputs to the neural network be i1 = 0.06 and i2 = 0.23 to
which the neural network should output o1 = 0.8 and o2 = 0.2.

In the forward pass, the neural network is feed in the inputs and given the weights
and biases in the Figure A.1, it has to predict the output. It has to figure out the
output at each hidden layer neuron, i.e h1 and h2 and squash each output using
activation function and do the same at output layer. The activation function in this
case is a logistic function of which sigmoid activation is a special case.
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To calculate the input at h1 as neth1 we can use Equation 2.13 as follows,

neth1 = W1 ∗ i1 +W2 ∗ i2 + b1 (A.1)

neth1 = 0.10 ∗ 0.60 + 0.20 ∗ 0.23 + 0.65 (A.2)

neth1 = 0.756 (A.3)

And to get the output outh1 at h1 we apply logistic function to Equation A.3,

outh1 =
1

1 + e−neth1
(A.4)

outh1 =
1

1 + e0.756
(A.5)

outh1 = 0.680 (A.6)

Similarly calculating outh2 at h2 will be:

outh2 = 0.681 (A.7)

We can apply same process to output layer neuron, using the output from the hidden
layer neuron h1 and h1 as input.

neto1 = W5 ∗ h1 +W7 ∗ h2 + b2 (A.8)

neto1 = 0.8 ∗ 0.680 + 0.6 ∗ 0.681 + 0.55 (A.9)

neto1 = 1.50 (A.10)

And output outo1 at o1 we apply logistic function to Equation A.10

outo1 =
1

1 + e−neto1
(A.11)

outo1 =
1

1 + e1.50
(A.12)

outo1 = 0.8175 (A.13)

Similarly output at o2 can be obtained using the same process:

outo2 = 0.7957 (A.14)

We have got the output of the final layer, now we can calculate the error. An
error function calculates the difference between desired output also known as target
and the output predicted by the network. For the purpose of this example we
will consider the standard Euclidean distance between the target and the output
predicted by the network which we will henceforth refer to as output.

E(target,output) =
1

2
(target− output)2 (A.15)

As we already know the values of the desired output and the predicted output,
putting those values in the Equation A.15 we can calculate error for o1 and o2 as
follows,
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Eo1 =
1

2
(0.8− 0.8175)2 (A.16)

Eo1 = 0.00015 (A.17)

Similarly for Eo2 ,

Eo2 = 0.1774 (A.18)

Combining Equation A.17 and Equation A.18 we can calculate total error Etotal as,

Etotal = Eo1 + Eo2 (A.19)

Etotal = 0.17755 (A.20)

Now as the error is calculated we can update the weights so that the predicted
outputs are closer to the desired outputs. Considering the weight W5, we want to
find out how much change in W5 affects the error, i.e the rate of Etotal w.r.t W5, i.e
∂Etotal

∂W5
.

Applying chain rule,

∂Etotal

∂W5

=
∂Etotal

∂outh1

∗ ∂outh1

∂neth1

∗ ∂neth1

∂W5

(A.21)

Calculating each term individually,

∂Etotal

∂outh1

= change in total loss w.r.t output of h1 (A.22)

From Equation A.19, we can write,

Etotal =
1

2
(targeto1 − outo1)2 +

1

2
(targeto2 − outo1)2 (A.23)

Taking the partial derivative of Etotal with respect to outh1 , the part 1
2
(targeto2 −

outo1)
2 becomes 0 because outh1 does not effect it and hence it is a constant.

∂Etotal

∂outo1
= 2 ∗ 1

2
(targeto1 − outo1)2−1 ∗ −1 + 0 (A.24)

∂Etotal

∂outo1
= −(targeto1 − outo1) = −(0.8− 0.8175) = −0.0175 (A.25)

Now for the second term in the equation Equation A.21, we find out the rate of
change of outh1 w.r.t neth1 , hence we need to calculate the partial derivative of the
logistic function.

outh1 =
1

1− eneth1
(A.26)

∂outh1

∂neth1

= outh1 ∗ (1− outh1) (A.27)

∂outh1

∂neth1

= 0.8175(1− 0.8175) = 0.1491 (A.28)
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Finally, how much the no1 changes w.r.t W5,

neto1 = W5 ∗ outh1 +W7 ∗ outh2 + b2 (A.29)

∂neto1
∂W5

= 1 ∗ outh1 ∗W
(1−1)
5 + 0 + 0 = outh1 = 0.680 (A.30)

Puttinng Equation A.25, Equation A.28 and Equation A.30 together, we get:

∂Etotal

∂W5

= −0.0175 ∗ 0.1491 ∗ 0.680 = −0.00177429 (A.31)

To get the new updated weights, we then subtract this the value obtained in Equa-
tion A.31 from the old weight multiplying it with learning rate which is 0.1 in our
case:

W5new = w5 − learning rate ∗ ∂Etotal

∂w5

= 0.8− 0.1 ∗ (−0.00177429) = 0.800177429

(A.32)

Similarly, we can calculate all the weight updates for W1new , W2new , W3new ,W4new ,
W6new ,W7new ,W8new using the method mentioned above.



A.2. Calculating Micro-average Precision Recall and F1-Score 85

A.2 Calculating Micro-average Precision Recall

and F1-Score

The Table A.1 and Table A.2 shows the precision, recall and f1-scores of BiLSTM
for cluster 1 trained on clustered data show in Figure 5.2 and Figure 5.1 as BiLSTM-
D-ED-C evaluated on document level.

Classes Precision Recall F1-Score # Samples
Agriculture 0.90 0.86 0.88 50

Audiovisual and Media 1.00 0.10 0.18 10
Competition 0.96 0.83 0.89 30
Consumers 0.59 0.65 0.62 74

Employment and Social Policy 0.71 0.88 0.79 94
Energy 0.97 0.64 0.77 56

Enterprise 0.65 0.42 0.51 26
Environment 0.70 0.84 0.76 88
Food Safety 0.93 0.82 0.87 76

Information Society 0.71 0.84 0.77 80
Internal Market 0.72 0.75 0.74 148
Public Health 0.86 0.43 0.58 44

Taxation 0.95 0.71 0.82 28
Transport 0.76 0.86 0.81 94
micro avg 0.76 0.76 0.76 898
macro avg 0.81 0.69 0.71 898

Table A.1: CLass-wise precision, recall and f1-score

Predicted Values
1 2 3 4 5 6 7 8 9 10 11 12 13 14

A
ct

u
al

V
al

u
e

1 43 0 0 1 2 0 0 2 2 0 0 0 0 0 50

T
otal

S
am

p
les

2 0 1 1 0 0 0 0 0 0 8 0 0 0 0 10
3 0 0 25 0 0 0 0 0 0 0 1 0 0 4 30
4 2 0 0 48 1 0 0 2 2 2 11 0 0 6 74
5 0 0 0 0 83 0 1 0 0 3 7 0 0 0 94
6 0 0 0 1 0 36 0 14 0 1 2 2 0 0 56
7 3 0 0 0 3 0 11 2 0 3 4 0 0 0 26
8 0 0 0 6 2 0 0 74 0 0 2 0 0 4 88
9 0 0 0 6 0 0 0 4 62 0 4 0 0 0 76
10 0 0 0 0 2 0 0 0 0 67 7 0 0 4 80
11 0 0 0 12 7 1 4 1 0 4 111 1 1 6 148
12 0 0 0 7 15 0 0 0 1 0 2 19 0 0 44
13 0 0 0 0 2 0 0 1 0 2 1 0 20 2 28
14 0 0 0 0 0 0 1 6 0 4 2 0 0 81 94

Table A.2: Confusion matrix for cluster 1 of BiLSTM trained on
English and German corpus
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To calculate the micro average precision we first need the values of TP and FP.
These values are available in confusion matrix in Table A.2

As descibed in Section 2.12, we calculate micro-average precision for a classifier by
adding values of TP

TP+FP
for all the classes.

Hence, for Agriculture the value in the Table A.2 for TP is highlighted in blue and
FP are highlighted in red and FN are highlighted in yellow.

Micro-Avg Precision for Agriculture =
43

43 + 2 + 3
(A.33)

Micro-Avg Recall for Agriculture =
43

43 + 1 + 2 + 2 + 2
(A.34)

Similarly, getting the values of all the classes from the Table A.2 we get,

Micro-Avg Precision =
43 + 1 + 25 + 48 + 83

43 + 2 + 3 + 1 + 0 + 25 + 1 + 48 + 33 + 83 + 34

+
36 + 11 + 74 + 62 + 67 + 111

11 + 6 + 74 + 32 + 62 + 5 + 67 + 27 + 111 + 43

+
19 + 20 + 81

19 + 3 + 20 + 1 + 81 + 26

Micro-Avg Precision =
618

898
= 0.7583 ≈ 0.76 (A.35)

Similarly, to calculate the micro-average recall we get all the TP and TN values from
the confusion matrix,

Micro-Avg Precision =
43 + 1 + 25

43 + 1 + 2 + 2 + 2 + 8 + 1 + 1 + 25 + 1 + 4

+
48 + 83

48 + 2 + 1 + 2 + 2 + 2 + 11 + 6 + 83 + 1 + 3 + 7

+
36 + 11

36 + 1 + 14 + 1 + 2 + 2 + 11 + 3 + 3 + 2 + 3 + 4

+
74 + 62 + 67

74 + 6 + 2 + 2 + 4 + 62 + 6 + 4 + 4 + 67 + 2 + 7 + 4

+
111

111 + 12 + 7 + 1 + 4 + 1 + 4 + 1 + 1 + 6

+
19 + 20

19 + 7 + 15 + 1 + 2 + 20 + 2 + 1 + 2 + 1 + 2

+
81

81 + 1 + 6 + 4 + 2
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Micro-Avg Recall =
618

898
= 0.7583 ≈ 0.76 (A.36)

Micro-Avg F1-Score =2 ∗
(

micro-avg precision ∗micro-avg recall

micro-avg precision + micro-avg recall

)
(A.37)

=2 ∗
(

0.76 ∗ 0.76

0.76 + 0.76

)
(A.38)

=0.76 (A.39)

To, calculate macro average precision, we need to add the per-class precision values
from Table A.1

Macro-avg precision is,

=
0.90+1.00+0.96+0.59+0.71+0.97+0.65+0.70+0.93+0.71+0.72+0.86+0.95+0.76

14

Macro-Avg Precision =
11.41

14
≈ 0.81 (A.40)

Macro-avg recall is,

=
0.86+0.10+0.83+0.65+0.88+0.64+0.42+0.84+0.82+0.84+0.75+0.43+0.71+0.86

14

Macro-Avg Precision =
14

= 0.68785714 ≈ 0.69 (A.41)

A.3 Visualization of word embeddings

The visualization of the ten randomly selected words industrie, alike, customary,
siting, thailand, multidisciplinarity, sites, transaktions, hauskatze, formetanate is
given below.

The first step in visualization is to reduce the dimension, for this we are using t-
Distributed Stochastic Neighbor Embedding (t-SNE) dimensionality reduction tech-
nique. Reducing the dimension is necessary because these words are in 300 dimen-
sional vector space and it would be impossible to consider all the dimension during
visualization.

As it is clear from the Figure A.2 that words like transaktions and formetanate are
not present in the general-purpose embedding and hence their embedding weights
are zero and they are coinciding with one another in the Figure A.2.

So we can see that after training transaktions and formetanate now are at different
position Figure A.3. To see the effect of training on these words, we added two new
words (katze,normal) and visualized it.
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Figure A.2: Visualization of ten randomly selected words for frozen
word embedding

Figure A.3: Visualization of ten randomly selected words for trained
word embedding
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Figure A.4: Visualization after adding word katze and normal to the
frozen embeddings

Figure A.5: Visualization after adding word katze and normal to the
trained embeddings
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The figure Figure A.4 shows the added two words before the training of the word
embeddings, as we can see that the word katze and hauskatze are not that far from
each other. We can calculate the cosine similarity between these two words before
training as follows

cosine similarity before training(katze,hauskatze) =
katze · hauskatze

‖katze‖ ‖hausekatze‖
(A.42)

(A.43)

= 0.78172445 (A.44)

and the cosine similarity after the embedding is trained is as follows,

cosine similarity after training(katze,hauskatze) = 0.8065112 (A.45)

Similarly, for the words customary and normal which are synonyms, the cosine
similarity before training the embedding and after training embedding

cosine similarity before training(customary,normal) = 0.18904422 (A.46)

cosine similarity after training(katze,hauskatze) = 0.28809269 (A.47)

Hence, training the embedding further is necessary.
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